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#### Abstract

During recent years, quantum computations and the study of $n$-qubit quantum systems have attracted a lot of interest, both in theory and experiment. Apart from the promise of performing quantum computations, however, these investigations also revealed a great deal of difficulties which still need to be solved in practice. In quantum computing, unitary and non-unitary quantum operations act on a given set of qubits to form (entangled) states, in which the information is encoded by the overall system often referred to as quantum registers.

To facilitate the simulation of such $n$-qubit quantum systems, we present the Feynman program to provide all necessary tools in order to define and to deal with quantum registers and quantum operations. Although the present version of the program is restricted to unitary transformations, it equally supports-whenever possible-the representation of the quantum registers both, in terms of their state vectors and density matrices. In addition to the composition of two or more quantum registers, moreover, the program also supports their decomposition into various parts by applying the partial trace operation and the concept of the reduced density matrix. Using an interactive design within the framework of MAPLE, therefore, we expect the Feynman program to be helpful not only for teaching the basic elements of quantum computing but also for studying their physical realization in the future.


## Program summary

Title of program: FEYNMAN
Catalogue number: ADWE
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/ADWE
Program obtainable from: CPC Program Library, Queen's University of Belfast, N. Ireland
Licensing provisions: None
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#### Abstract

Computers for which the program is designed: All computers with a license of the computer algebra system MAPLE [Maple is a registered trademark of Waterlo Maple Inc.] Operating systems or monitors under which the program has been tested: Linux, MS Windows XP Programming language used: Maple 9.5 (but should be compatible with 9.0 and 8.0, too) Memory and time required to execute with typical data: Storage and time requirements critically depend on the number of qubits, $n$, in the quantum registers due to the exponential increase of the associated Hilbert space. In particular, complex algebraic operations may require large amounts of memory even for small qubit numbers. However, most of the standard commands (see Section 4 for simple examples) react promptly for up to five qubits on a normal single-processor machine ( $\geqslant 1 \mathrm{GHz}$ with 512 MB memory) and use less than 10 MB memory. No. of lines in distributed program, including test data, etc.: 8864 No. of bytes in distributed program, including test data, etc.: 493182 Distribution format: tar.gz Nature of the physical problem: During the last decade, quantum computing has been found to provide a revolutionary new form of computation. The algorithms by Shor [P.W. Shor, SIAM J. Sci. Statist. Comput. 26 (1997) 1484] and Grover [L.K. Grover, Phys. Rev. Lett. 79 (1997) 325. [2]], for example, gave a first impression how one could solve problems in the future, that are intractable otherwise with all classical computers. Broadly speaking, quantum computing applies quantum logic gates (unitary transformations) on a given set of qubits, often referred to a quantum registers. Although, the theoretical foundation of quantum computing is now well understood, there are still many practical difficulties to be overcome for which (classical) simulations on $n$-qubit systems may help understand how quantum algorithms work in detail and what kind of physical systems and environments are most suitable for their realization. Method of solution: Using the computer algebra system MAPLE, a set of procedures has been developed to define and to deal with $n$-qubit quantum registers and quantum logic gates. It provides a hierarchy of commands which can be applied interactively and which is flexible enough to incorporate non-unitary quantum operations and quantum error corrections models in the future. Restrictions on the complexity of the problem: The present version of the program facilitates the set-up and manipulation of quantum registers by a large number of (predefined) quantum logic gates. In contrast to such idealized unitary transformations, however, less attention has been paid so far to non-unitary quantum operations or to the modeling of decoherence phenomena, although various suitable data structures are already designed and implemented in the code. A further restriction concerns the number of qubits, $n$, due to the exponentially growing time and memory requirements. Up to now, most of the complex commands are restricted to quantum registers with about 6 to 8 qubits, if use has to be made of a standard single-processor machine. Unusual features of the program: The FEYNMAN program has been designed for interactive simulations on $n$-qubit quantum registers with no other restriction than given by the size and time resources of the computer. Apart from the standard quantum gates, as discussed in the literature [M.A. Nielsen, I.L. Chuang, Quantum Computation and Quantum Information, Cambridge University Press, Cambridge, 2000], it provides all the necessary tools to generalize these gates for $n$-qubits (in any given order of the individual qubits). Both common representations of the quantum registers in terms of their state vectors and/or density matrices are equally supported by the program whenever possible. In addition, the program also facilitates the composition of two or more quantum registers into a combined one as well as their decomposition into subsystems by using the partial trace and the use of the reduced density matrix for the individual parts.
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## 1. Introduction

Since Shor's algorithm [1] for factorizing large numbers, the theory of quantum computation and quantum information has attracted a lot of recent interest. This algorithm, in particular, has demonstrated that quantum computers may perform certain useful tasks (much) more efficient than their classical counterparts. Despite of the great promises of performing quantum computations, however, there are still many practical difficulties to be resolved before quantum computers might become available in the future. Hereby, many of the difficulties are
related closely to the (wanted and unwanted) interactions in $n$-qubit quantum systems as well as to the coupling of such systems with their environment.

Therefore, although the basic concepts of quantum computing are now well understood, their realization is likely not possible unless the (dynamical) behavior of $n$-qubit quantum systems, so-called quantum registers, can be simulated and analyzed in detail. For any successful implementation of quantum algorithms, of course, one has to provide and control the mechanisms for carrying out a sequence of computational steps, where each step $k$ consists of a unitary transformation $U=\mathrm{e}^{-\frac{i}{\hbar} H_{k} t_{k}}$ (as defined by some system Hamiltonian $H_{k}$ and acting for a time $t_{k}$ ). To simulate such an idealized sequence of computational steps, a number of programs have been developed in recent years that all provide the underlying (linear-algebra) operations in a form as appropriate for general $n$-qubit quantum registers, although sometimes only for those registers with a fixed number of qubits.

A list of such (quantum computer simulation) programs can be found, for instance, in Refs. [3,4]. Often, however, these programs were designed for just a particular task, such as the demonstration of the superposition concept or the evaluation of (specific) quantum circuits and, hence, cannot be used for other applications. So far, most programs have been restricted to the unitary transformation of quantum registers being in a pure state, without the possibility to take into account 'mixtures' of quantum states (as to be described by density matrices) or the coupling of the quantum registers with their environment (quantum operations).

To facilitate the simulation of such general $n$-qubit quantum systems, here we present the Feynman program that provides all necessary tools in order to deal with quantum registers and quantum operations. In contrast to most of the traditional programs from above [3,4], we followed an approach similar to [5], and designed and implemented the Feynman code within the framework of Maple in order to take advantage of the (various) symbolic and numerical features of modern computer algebra. In a first version of our program, we provide a set of procedures to define quantum registers of variable size and to manipulate them by (time-independent) operators. Since a large number of such quantum operators have been predefined in the code, we expect the Feynman program to be useful for quite different applications, both in education and research work.

In the next section, we first start with a brief account on the basic notations and concepts in the theory of quantum computations in order to facilitate the later use of the program. In Section 3, we then describe the program structure and how it is distributed. This includes a list of all user-accessible commands, together with short descriptions. Details about the parameters of each procedure, their optional arguments, etc. is provided by an additional user manual and is appended to the code. Section 4 illustrates the use of the Feynman program by means of a few simple examples which may help display several central features and advantages of the code. Finally, a short outlook onto the current and possible future extensions of the program is given in Section 5.

## 2. Theoretical background

As the Feynman program has been designed independent of any particular physical realization of an $n$-qubit quantum system, we may restrict our discussion of the theory to those notations and formulas as implemented in the program. Apart from the notion of the quantum register as the basic 'storage' to describe the behavior of general $n$-qubit (quantum) systems, emphasis is placed on the action of the various quantum gates and how they are 'distributed' over $n$ qubits in order to transform the state of the system properly. Both representations of an $n$-qubit quantum system in terms of its state vector or density matrix are briefly explained below and are equally supported (whenever possible) by the program. A more detailed introduction into the theory of quantum computations and quantum information can be found, for instance, in the lecture notes by Preskill [6] and the textbook by Nielsen and Chuang [7].

### 2.1. Quantum bits and registers

### 2.1.1. Qubits and computational basis

In introducing the basic elements of quantum information theory, one often starts with the quantum bit (qubit) as the elementary 'unit' of information in dealing with quantum computations and the construction a quantum
computers. In contrast to the classical bit, which can take just one of two distinct values, say ' 0 ' and ' 1 ' or 'true' and 'false' (from the Boolean logic), respectively, the qubit is thought as a formal designation of a quantum system whose state vector is completely described by the superposition of two orthonormal eigenstates. Often, these eigenstates are labeled as $|0\rangle$ and $|1\rangle$ analogous to the binary basis used in classical digital computations. In practise, however, a qubit can be represented by any quantum mechanical two-state system including, for example, spin- $1 / 2$ particles with their two possible spin states $|\uparrow\rangle$ and $|\downarrow\rangle$, trapped ions, or by the charge state of quantum dots.

Independent of the physical realization of a particular qubit, there is an abstract (mathematical) notation

$$
\begin{equation*}
|\psi\rangle=a|0\rangle+b|1\rangle \equiv a\binom{1}{0}+b\binom{0}{1}=\binom{a}{b}, \tag{1}
\end{equation*}
$$

in which the state $|\psi\rangle$ of the qubit is described as the linear superposition of the two states $|0\rangle$ and $|1\rangle$ from above. As usual, these states are supposed to be orthonormal and to form a basis of a two-dimensional Hilbert space $\mathcal{H}$. In this basis, the coefficients (amplitudes) $a$ and $b \in \mathbb{C}$ are often called a representation of the qubit, while the squared absolute values $|a|^{2}$ and $|b|^{2}$ are known to provide the probability of finding the system in one or the other eigenstate in case of a measurement. That is, the coefficients $a$ and $b$ are supposed to fulfill the normalization $|a|^{2}+|b|^{2}=1$. In the Feynman program, the auxiliary procedure qbit() is used [cf. Section 3.2 below] in order to represent (the state of) a qubit by means of the complex coefficients $a$ and $b$ within the basis $\{|0\rangle,|1\rangle\}$, often denoted as the computational basis. Besides the computational basis, of course, any other orthonormal basis, such as the Hadamard basis $|+\rangle \equiv \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and $|-\rangle \equiv \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$, could be utilized equally well for all computations. However, unless stated otherwise we will always refer to the computational basis as the standard basis within the Feynman program. The representation of a qubit in any other (orthonormal) basis is then obtained by performing the proper unitary transformation on the coefficients $a$ and $b$.

Similar to classical computations, a single (qu-)bit is of little help in carrying out quantum computations. The generalization of a single qubit to $n$ distinguishable and interacting qubits then leads us to the notion of a quantum register for which the computational basis is again the most natural choice in order to follow the (dynamical) behavior of $n$-qubit quantum systems. A rather large number of qubits is required not only for the implementation of useful quantum algorithms, but also for many quantum error-correcting codes (QECC) as necessary to protect $n$-qubit systems against the loss of information due to decoherence phenomena.

### 2.1.2. Quantum registers

The quantum-mechanical state of two or more (distinguishable) qubits can be described most easily if these qubits are arranged in some particular order and treated altogether in terms of a single quantum register. For an $n$ qubit quantum register, i.e. the collection of $n$ individual qubits, then the state $|\Psi\rangle$ of the overall system is described by a vector in the $2^{n}$-dimensional product space $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \cdots \otimes \mathcal{H}_{n}$ of the Hilbert spaces $\mathcal{H}_{i}(i=1, \ldots, n)$, associated with the individual qubits. Again, the $2^{n}$ basis states in $\mathcal{H}$ can be denoted analogously to the $2^{n}$ binary states of a classical $n$-bit register, $|00 . .00\rangle,|00 . .01\rangle, \ldots,|11 . .11\rangle$, but have to be formed as the (tensor) products of the corresponding computational basis states $\left\{|0\rangle_{i},|1\rangle_{i}, i=1, \ldots, n\right\}$ of the $n$ qubits. In general, therefore, the state $|\Psi\rangle$ of the quantum register

$$
|\Psi\rangle=\sum_{k=0}^{2^{n}-1} c_{k}|k\rangle_{\text {decimal }}=c_{0}\left(\begin{array}{c}
1  \tag{2}\\
0 \\
0 \\
\vdots \\
0
\end{array}\right)+c_{1}\left(\begin{array}{c}
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right)+\cdots+c_{2^{n}-1}\left(\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
1
\end{array}\right)
$$

is written as a (normalized) superposition of the $2^{n}$ basis states. Note the rapid increase of the number of basis states $\left(2^{n}\right)$ with the number of qubits, $n$, in the quantum register. Moreover, a seen from Eq. (2) for an equal superposition of all the $2^{n}$ basis states (i.e. if $c_{k} \equiv 1 / \sqrt{2^{n}}$ for all $k$ ), a quantum computer would be able to process some given computation for all the $2^{n}$ values of a corresponding classical register simultaneously. It is this phenomenon,
sometimes known as quantum parallelism, which might provide quantum computers with the (computational) power to solve problems in the future, which are intractable otherwise for any classical computer.

For $n$ interacting qubits, the superposition of the $2^{n}$ basis states in Eq. (2) generally results in a 'correlation' between the qubits, in which their individual (spin) states are no longer well-defined independently from the states of the other qubits. Such a correlation always occurs, if the state $|\Psi\rangle$ of the quantum register cannot be represented as a tensor product $|\Psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle$ of any particular states $\left|\psi_{i}\right\rangle(i=1, \ldots, n)$ of the individual qubits, a situation which often applies even if the qubits are well separated in space. In quantum mechanics, this (non-local) correlation phenomenon is known as entanglement and such a correlated state $|\Psi\rangle$ is said to be inseparable. As an example for two entangled qubits refer, for instance, to the Einstein-Podolsky-Rosen (EPR) states $(|00\rangle \pm|11\rangle) / \sqrt{2}$ which are often used in order to verify and explain the non-locality of quantum mechanics [8]. In fact, the possible entanglement in an $n$-qubit quantum register is considered to be one of the key ingredients of quantum computation as it is a necessary condition in order to achieve an exponential speed-up, when compared with classical computations [9]. During the past few years, therefore, the characterization and quantification of the entanglement (in terms of various useful measures) has been investigated intensively for different multi-qubit systems in the literature $[10,11]$.

So far, we have always assumed in our discussion above that the state of the system is known completely, even if it is in an entangled state. Such a system, which is described by means of a state vector $|\Psi\rangle$ from Eq. (2) or a socalled 'ket'-vector, is said to be in a pure state. More general, however, one often has only incomplete knowledge about the state of the system, as it occurs in a statistical mixture $|\Phi\rangle=\sum_{i} p_{i}\left|\Psi_{i}\right\rangle$ of several (pure) states $\left|\Psi_{i}\right\rangle$ with some given probabilities $p_{i} \geqslant 0$ and $\sum_{i} p_{i}=1$. To describe a quantum register in such a mixture of states, then the concept of the density operator needs to be applied in order to obtain a proper quantum-mechanical description [12]. In the computational basis, the density operator of the system is defined as $\rho=\sum_{i} p_{i}\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right|$, where $\left\langle\Psi_{i}\right|=\left|\Psi_{i}\right\rangle^{\dagger}=\left(\left|\Psi_{i}\right\rangle^{*}\right)^{\mathrm{T}}$ denotes an element (a so-called 'bra'-vector) of the dual space. The density operator of a quantum system has a $2^{n} \times 2^{n}$ matrix representation which is self-adjoint $\left[\rho^{\dagger}=\left(\rho^{*}\right)^{\mathrm{T}}=\rho\right.$ ], positive semidefinite (non-negative eigenvalues), and which fulfills the trace condition $\operatorname{Tr} \rho=1$. This density matrix, in addition, describes a pure state $\rho=|\Psi\rangle\langle\Psi|$, if and only if $\operatorname{Tr}\left(\rho^{2}\right)=1$.

As outlined further in Section 2.2.3, the concept of the density operator is required in order to describe decoherence effects in open quantum systems which are coupled to some environment [16]. Although a description in terms of the density matrix is more general compared to the concept of pure states, it leads to a rapidly growing complexity and to quite sizeable storage requirements if more than only a few qubits are involved in the system. In the FEYNMAN program, both descriptions of a quantum system (register) in terms of its state vector or the density matrix are equally supported (whenever possible) by the auxiliary procedure qregister(), cf. Section 3.2. In fact, this procedure is the generalization of the qbit() command from above to the case of $n$ correlated qubits, where the number of qubits is restricted only by local computer resources. As discussed below, this procedure provides the central (data) structure to describe the behavior of any pure or mixed $n$-qubit quantum register within the FEYnMAn program.

In describing an $n$-qubit quantum system, it is necessary not only to combine the various qubits and to describe them in terms of a (single) quantum register but also to split a multi-partite system into subsystems of different size. Such a splitting is useful, for example, if a quantum system is coupled to an environment or if a measurement needs to be performed on just a few of the qubits. To deal only with such a part of the system, there is the concept of the reduced density operator and the partial trace operation. For example, we consider a general composite (and probably entangled) system $A B$ in the product Hilbert space $\mathcal{H}_{A B}$. The density matrix of the composite system is defined as

$$
\begin{equation*}
\rho^{A B}=\sum_{i k}^{N_{A}} \sum_{j l}^{N_{B}} \rho_{i j, k l}\left|i_{A}\right\rangle\left|j_{B}\right\rangle\left\langle k_{A}\right|\left\langle l_{B}\right|, \tag{3}
\end{equation*}
$$

where $\left\{\left|i_{A}\right\rangle\right\}$ and $\left\{\left|j_{B}\right\rangle\right\}$ denote orthonormal bases for the subspaces $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$ with dimension $N_{A}$ and $N_{B}$, respectively.


Fig. 1. Bloch sphere visualization of a (pure) one-qubit state.

The reduced density operator for the subsystem $A$ is then defined as

$$
\begin{equation*}
\rho^{A}=\operatorname{Tr}_{B}\left(\rho^{A B}\right), \tag{4}
\end{equation*}
$$

where $\operatorname{Tr}_{B}()$ is called the partial trace (operation) over the subsystem $B$. Using the completeness relation $\sum_{m}^{N_{B}}\left|m_{B}\right\rangle\left\langle m_{B}\right|=I$, the partial trace is given by

$$
\begin{equation*}
\operatorname{Tr}_{B}\left(\rho^{A B}\right)=\sum_{i k}^{N_{A}}\left(\sum_{m}^{N_{B}} \rho_{i m, k m}\right)\left|i_{A}\right\rangle\left\langle k_{A}\right| . \tag{5}
\end{equation*}
$$

Since the trace over the space of the subsystem $B$ is independent of the particular choice of the basis states $\left\{\left|j_{B}\right\rangle\right\}$, the partial trace is unique and appropriate to describe all the observables of the remaining system $A$. In the FEYNMAN program, the partial trace operation can be applied to any $n$-qubit quantum register in order to trace out one or several qubits by using the procedure Feynman_trace().

### 2.1.3. The Bloch sphere representation for single qubits

To visualize the state of a single qubit, there exists a common representation known as the Bloch sphere. In this representation, a (pure) one-qubit state is written as

$$
\begin{equation*}
|\psi\rangle=\cos \left(\frac{\theta}{2}\right)|0\rangle+\mathrm{e}^{\mathrm{i} \varphi} \sin \left(\frac{\theta}{2}\right)|1\rangle \tag{6}
\end{equation*}
$$

ignoring the overall phase which is physically irrelevant. Using the decomposition (6) of the state vector, the angles $\theta$ and $\varphi$ are then taken as the 'polar' angles to describe the orientation of a real vector on the unit sphere, the socalled Bloch vector of the qubit. For some arbitrary single qubit pure state $|\psi\rangle$ the Bloch sphere representation is illustrated in Fig. 1.

Beside of pure states, the Bloch sphere representation can be used also for single qubits in a mixed state if their density operator $\rho$ is re-written in terms of the Pauli spin matrices $\sigma_{i}$ as $\rho(\vec{v})=\frac{I+\vec{v} \cdot \vec{\sigma}}{\vec{v}^{2}}$ with $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, and if the real vector $\vec{v}$ with $0 \leqslant|\vec{v}| \leqslant 1$ is now displayed in polar coordinates. For $|\vec{v}|=1$, in particular, we always have $\operatorname{Tr}\left(\rho^{2}\right)=1$ and thus a pure state (6) with the corresponding polar angles $\theta$ and $\varphi$. Using the Bloch-sphere representation, the action of any one-qubit (unitary) gate operation can be interpreted as a rotation of the Bloch vector. In the Feynman program, a Bloch sphere representation of a single qubit (given possibly as part of an $n$-qubit quantum register) is obtained with the help of the Feynman_plot_Bloch_vector() procedure. Unfortunately, there is no straightforward generalization of this convenient representation known for multi-qubit systems.

### 2.2. Quantum gates and operations

Apart from keeping information and data in quantum registers, it should be possible also to manipulate these data in a controlled way. Analogous to classical computers, this can be achieved formally by applying a sequence of logical operations onto the state of the quantum systems, the so-called (quantum) gates or, more generally, the quantum operations. The standard gates are constructed in order to obtain a certain 'rotation' of the state vectors (density operators). In practise, the action of a quantum gate is often carried out by means of external fields, lasers, or by several other techniques depending on the particular experimental scheme used to realize the quantum register. Note that, beside of the external perturbation, here the natural evolution of the system due to its Hamiltonian needs to be taken into account. In the present version of the FEYNMAN program, however, we are not concerned with the physical realization of quantum registers and, hence, may ignore any explicit time evolution of the system. Instead, emphasis is placed on the action of the various (pre-defined) logical gates onto the states of general $n$-qubit quantum registers.

### 2.2.1. Unitary operations and quantum gates

Bennett [13] showed that any classical computation can be implemented also in a (logically and thermodynamically) reversible form. In fact, such a reversible implementation is possible even by using various rather small sets of logical operators, known as universal sets. Although, for the sake of simplicity, classical digital computers are actually not restricted to reversible operations, Bennett's concept has become important for the field of quantum computations and quantum information since, for any closed quantum system, the time evolution operator $U_{t_{2}, t_{1}}=\mathrm{e}^{-\frac{\mathrm{i}}{\hbar} H\left(t_{2}-t_{1}\right)}$ is unitary and, hence, represents a entirely reversible operation that maps a quantum state at time $t_{1}$ to the state at some other time $t_{2}$. For some pure state $|\psi\rangle$, therefore, we always have

$$
\begin{equation*}
\left|\psi\left(t_{2}\right)\right\rangle=U_{t_{2}, t_{1}}\left|\psi\left(t_{1}\right)\right\rangle \tag{7}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
\rho\left(t_{2}\right)=U_{t_{2}, t_{1}}\left(\sum_{i} p_{i}\left|\psi_{i}\left(t_{1}\right)\right\rangle\left\langle\psi_{i}\left(t_{1}\right)\right|\right) U_{t_{2}, t_{1}}^{\dagger}=U_{t_{2}, t_{1}} \rho\left(t_{1}\right) U_{t_{2}, t_{1}}^{\dagger} \tag{8}
\end{equation*}
$$

if the state of the system is given by a statistical mixture $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$. In a quantum computer, consequently, it is necessary to implement all the computational steps by means of reversible and unitary operations, taking into account also the modified Hamiltonian of the underlying (physical) system. Formally, Bennett's result ensures that a quantum computer is-at least in principle-capable of performing also every classical algorithm one can think of, although typically without any gain in speed compared to classical computers.

In general, any algorithm on an $n$-qubit quantum register could be performed within a single step by acting (in a highly non-trivial way) with a unitary operation on all the $n$ qubits of the register simultaneously. Similar to classical computations, however, it is more convenient in practise if such operations are decomposed into a sequence of one- and two-qubit operations (gates), taken from a small set of universal gates which is appropriate for a particular physical realization of the system. In the context of the FEYNMAN program, here we need not discuss which universal set is most suitable for a given experimental setup. In a formal treatment of quantum algorithms and transformations, instead, one often uses the two-qubit controlled-not (CNOT) gate together with any one-qubit gate (constructed from the Pauli sigma matrices) as the basic elements into which then all the quantum gates are decomposed [14]. More generally, it has been shown also that any (non-separable) two-qubit gate is universal for quantum computations if combined with some one-qubit gate [15]. The need of a non-separable two-qubit gate again highlights the key role of entanglement for performing useful quantum computations.

In order to apply a (unitary) gate operation to just one or a few individual qubits of a given quantum register, we need to create operators which act only on the subspaces associated to these qubits. First, therefore, let us briefly recall here the definition of the tensor product for matrix operators. Suppose $A$ and $B$ are two linear operators in
the subspaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively. Then $A \otimes B$ is used to denote a linear operator acting on the product space $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ and is defined by

$$
\begin{equation*}
(A \otimes B)\left(\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle\right)=A\left|\psi_{1}\right\rangle \otimes B\left|\psi_{2}\right\rangle . \tag{9}
\end{equation*}
$$

Using a matrix representation for the operators $A$ and $B$, the tensor (or Kronecker) product of an $m \times n$ matrix $A$ and a $p \times q$ matrix $B$ is then given by the $m p \times n q$ matrix

$$
A \otimes B=\left(\begin{array}{ccc}
a_{11} B & \cdots & a_{1 n} B  \tag{10}\\
\vdots & \ddots & \vdots \\
a_{m 1} B & \cdots & a_{m n} B
\end{array}\right),
$$

where $a_{i j}$ are the matrix elements of $A$. For instance, a single-qubit not or $X$-gate

$$
X \equiv \sigma_{x}=\left(\begin{array}{ll}
0 & 1  \tag{11}\\
1 & 0
\end{array}\right)
$$

that acts onto the second qubit within a three-qubit quantum register can be expressed as the tensor product

$$
\begin{equation*}
U=I \otimes X \otimes I \tag{12}
\end{equation*}
$$

if the two other qubits are left unchanged and if $I$ denotes the $2 \times 2$ identity operator acting on a single qubit. In the Feynman program, the matrix representations of many widely used quantum gates are pre-defined already in the main procedure Feynman_quantum_operator(); see Table 1, for instance, for the pre-defined one-qubit gates. More detailed information about all the pre-defined quantum gates in the Feynman program, including their matrix representation as well as circuit symbols, can be found in the manual Feynman-commands.pdf which is provided together with the code.

### 2.2.2. 'Distributed' quantum gates

In the previous section, we introduced the use of single and multi-qubit quantum gates, and how they can be combined with the single-qubit identity $I$ in order to 'act' on the space associated with some $n$-qubit quantum

Table 1
Single-qubit quantum operators (gates) as accessible in the program by the command Feynman_quantum_operator() ${ }^{1}$

| Argument option | Output: returns the matrix representation of |
| :---: | :---: |
| ("I") | identity operator |
| ("not") or ("sigma_x") or ("X") | $X \equiv \sigma_{x}$ |
| ("sigma_y") or ("Y") | $Y \equiv \sigma_{y}$ |
| ("sigma_z") or ("Z") | $Z \equiv \sigma_{z}$ |
| ("sigma [+]") | $\sigma_{+}=\sigma_{x}+\mathrm{i} \sigma_{y}$ (not unitary!) |
| ("sigma[-]") | $\sigma_{-}=\sigma_{x}-\mathrm{i} \sigma_{y}$ (not unitary!) |
| ("phase", $\phi$ ) | relative phase shift by $\phi$ |
| ("A", $\phi$ ) | alternative definition of the phase gate |
| ("Hadamard") or ("H") | H |
| ("Euler", $\alpha, \beta, \gamma, \delta]$ ) | $U=\mathrm{e}^{\mathrm{i} \alpha} R_{z}(\beta) R_{y}(\gamma) R_{z}(\delta)$ |
| ( $\mathrm{Rx} \times$ ", $\theta$ ) | $R_{x}(\theta)$ rotation |
| ("Ry", $\theta$ ) | $R_{y}(\theta)$ rotation |
| ( "Rz", $\theta$ ) | $R_{z}(\theta)$ rotation |
| ("S") | phase gate with $\phi=\pi / 2$ |
| ("T") | $\pi / 8$ gate $T$ |
| ("not^1/2") | $\sqrt{N O T}$ |

[^1]Table 2
Distributed two-qubit quantum operators as accessible by the command Feynman_quantum_operator()

| Argument option | Output: returns the matrix representation of |
| :---: | :---: |
| $\left(\mathrm{n}, \mathrm{ccn}\right.$ ", $\left[m_{1}, m_{2}\right]$ ) or ( $\mathrm{n}, \mathrm{ccnot} \mathrm{l},\left[m_{1}, m_{2}\right]$ ) | controlled-not operation on the qubits $m_{1}$ and $m_{2}$ of an $n$-qubit quantum system |
| (n,"controlled-phase", $\left.m_{1}, m_{2}\right]$ ) or (n, "cs", $\left.m_{1}, m_{2}\right]$ ) | controlled-phase or $c s$ operation on the qubits $m_{1}$ and $m_{2}$ of an $n$-qubit quantum system |
| (n, "controlled-z", $\left.m_{1}, m_{2}\right]$ ) or (n, "cz", $\left.m_{1}, m_{2}\right]$ ) | controlled-z or $c z$ operation on the qubits $m_{1}$ and $m_{2}$ |
| (n, "swap", [ $\left.m_{1}, m_{2}\right]$ ) | swap operation on the qubits $m_{1}$ and $m_{2}$ |

register. To this aim, the use of the tensor product [cf. Eqs. (9) and (12)] is obvious as long as the affected qubits are neighbors with respect to the numbering of qubits in the quantum register or, respectively, the computational basis. In contrast, if we consider some $k$-qubit quantum gate to act onto $k \leqslant n$ not adjacent qubits in an $n$-qubit register, the $2^{k}$ matrix elements of the $k$-qubit quantum gate have to be 'distributed' properly over the whole $2^{n} \times 2^{n}$ matrix which acts on the complete $n$-qubit quantum register. To this end, here we introduce the notion of a distributed gate if a ( $k$-qubit) gate is applied to $k \leqslant n$ selected qubits, given in a sequence $m_{1}, m_{2}, \ldots, m_{k}$ and with $m_{i} \leqslant n$ for all selected indices $i$ of the qubits.

For example, the controlled-not (CNOT) gate is known to invert the state of the target qubit in dependence of the state of control qubit. Its matrix representation is given by

$$
\mathrm{CNOT}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{13}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

if the first qubit refers to the control qubit and the second to the target qubit. For instance, if we wish to apply this CNOT gate to the first and third qubit in a three-qubit quantum register, the use of the tensor product (9) above is not directly possible unless the qubits are first be renumbered in the quantum register (and that the state vector or density matrix of the system is transformed accordingly). Although such a permutation of the qubits is certainly quite standard and is achieved simply by transforming both, the operator and the quantum register into a computational basis which refers to the new sequence of qubits, in the Feynman program we provide a special syntax for the procedure Feynman_quantum_operator() that allows the user to 'distribute' any $k$-qubit operator over an $n$-qubit quantum gate just by specifying the sequence of the $k<n$ qubits to be concerned. Table 2 displays the predefined two-qubit gates in the Feynman program and how they can be distributed in order to obtain a proper $n$-qubit unitary matrix.

### 2.2.3. Quantum operations

The quantum gates from above refer to an idealized quantum computer whose (quantum) registers evolve like any closed quantum system entirely unitary according to the known Hamiltonian of the system. This is quite in contrast, of course, to any real implementation where various unwanted interactions of the quantum register with its environment, such as a spontaneous emission of photons from the system or some other form of energy and phase dissipation, may occur. Frankly speaking, such a coupling to the environment leads to a non-unitary and hence irreversible evolution of the quantum computer (the principal system) as it is now only a subsystem of the overall system 'quantum computer + environment' [16]. Or, in other words, the entanglement with the environment finally results in a reduced density matrix of the principal system which is in a mixed state [cf. Section 4.3] and which is associated with a loss of information (known also as decoherence).

In order to allow a non-unitary evolution of quantum systems (registers), there exists the general formalism of quantum operations to which one sometimes refers also as superoperators or completely positive maps. Since, this formalism is not yet fully supported by the Feynman program, here we will give only a brief account on
this concept and refer for all further details to the literature [7]. In the program, however, a first step towards the incorporation of quantum operations has been done by providing an appropriate data structure in Section 3.2. If we consider, for instance, a principal system $S$ and the environment $E$, a 'noisy' interaction between $S$ and $E$ is described by a (quantum dynamical) map $\mathcal{E}$ that takes a system state $\rho$ to another density matrix $\rho^{\prime}=\mathcal{E}(\rho)$. In order to ensure that $\rho^{\prime}$ is a valid density operator, it can be shown that $\mathcal{E}$ acting on $\mathcal{H}_{S}$ must be completely positive, i.e. $\mathcal{E}(A)$ must be positive for any positive (density) operator $A$ and, moreover, if we extend $\mathcal{H}_{S}$ by a second Hilbert space $\mathcal{H}_{E}$ of arbitrary dimension the combined operation $\mathcal{E} \otimes \mathcal{I}\left(\mathcal{I}\right.$ being the identity operation on $\left.\mathcal{H}_{E}\right)$ acting on product space $\mathcal{H}_{S} \otimes \mathcal{H}_{E}$ still maps any positive operator of the composite system to a positive operator. In the (so-called) operator-sum representation, such a map is described by [7,17]

$$
\begin{equation*}
\rho^{\prime}=\mathcal{E}(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger} \tag{14}
\end{equation*}
$$

where $E_{i}$ denotes an operation element (or Kraus operator) with $\sum_{i} E_{i}^{\dagger} E_{i} \leqslant I$ and where the equal sign applies for all trace-preserving quantum operations. From the definition (14) of the quantum operations it is clear, that this includes as a special case also the unitary evolution of the quantum system from Section 2.2.1, if the quantum operation is given by a single unitary operation element. With the further support of quantum operations by the Feynman program, therefore, it will be possible to implement and to follow-up also various decoherence models for $n$-qubit quantum registers as discussed recently in the literature [18].

## 3. Program organization

### 3.1. Overview

The Feynman program has been designed to support the simulation of $n$-qubit quantum systems (quantum registers). Apart from the definition and initialization of quantum registers, this requires to transform their state either by unitary or non-unitary operations until the result of the computations can be read off (i.e. measured) from the register. For any realization of quantum registers, this makes it necessary within the simulation to include the coupling of the system to its environment, both for wanted and unwanted interactions. However, not all of these practical 'requirements' can be realized in a first implementation of a program. In the present version of the Feynman program, our aim is to establish the basic data structures and to provide a simple access to the unitary transformation of $n$-qubit quantum registers with no further restriction on $n$ other than given by the memory and time-limitations of the computer.

As mentioned before, the Feynman program is in several respects different from other codes. Although our program is presently restricted to perform unitary transformations of quantum registers, it equally supports-whenever possible-the representation of their states either in terms of state vectors or density matrices. In composition of two or more quantum registers, addition to, the program also supports their decomposition into various parts by applying the partial trace operation and the concept of the reduced density matrix. A further advantage is that the FEyNMAN program provides an interactive tool for which the knowledge of a few (main) procedures is enough to carry out most of the computations. When compared to a purely numerical implementation using, for instance, C++ or Java, the Feynman program enables the user to perform the computation either in a symbolic or numerical form, without that much extra code has to be developed and tested. Finally, since Maple by itself offers a large set of built-in mathematical functions, this may help extend the program into various directions in the future, including topics such as non-unitary quantum operations, quantum measures, decoherence, error correction, and several others.

Following Maple's philosophy, the Feynman program has been organized as a hierarchy of currently about 25 procedures at different level of complexity. Apart from several low-level subprocedures, which remain hidden to the user, the main body of the procedures can be used either for interactive work or simply as a language element
in order to build-up commands at some higher level of the hierarchy. As discussed below, these procedures are divided into two groups, the auxiliary procedures as the building blocks (and data structures) of the program as well as the main commands, which help operate on this structures. A list of all user-accessible procedures are displayed in Tables 3 and 4; as seen from these tables, use is made of rather long names in order to improve the readability and the maintenance of the program. Moreover, in order to distinguish the Feynman procedures from Maple's internal ones, all names of the main commands start with the prefix Feynman_. A more detailed description of some selected commands, including the argument options and some additional information, can be found in Appendices A and B which follow the style of the help pages of MAPLE and The Maple Handbook

Table 3
Auxiliary procedures of the FEYNMAN program to represent the basic data structures. These procedures are utilized mainly for keeping related information together and to facilitate the data handling with and within the program

| Procedure | Explanation |
| :--- | :--- |
| $\operatorname{cbs}()$ | To represent a computational basis state $\|k\rangle_{\text {dec }}$ of an $n$-qubit quantum register in the decimal basis $\|0\rangle,\|1\rangle, \ldots,\|k\rangle, \ldots,\left\|2^{n}-1\right\rangle$ |
| qbit() | To represent an one-qubit state $\|\psi\rangle=a\|0\rangle+b\|1\rangle$ in terms of the two (complex) coefficients $a$ and $b$ in the computational basis |
|  | $\|0\rangle \equiv\binom{1}{0}$ and $\|1\rangle \equiv\binom{0}{1}$, respectively |
| qregister() | To represent an $n$-qubit quantum register either in terms of its $2^{n}$-dimensional state vector or the $2^{n} \times 2^{n}$ density matrix |
| qoperator() | To represent an $n$-qubit quantum logic gate or quantum operator (unitary transformation) |
| qoperation() | To represent an $n$-qubit quantum operation $\mathcal{E}(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger}$ by means of its operation elements (Kraus operators) $E_{i}$ |

Table 4
Main procedures of the FEYNMAN program as available by the user for interactive work. For three selected commands (marked by an * below), a more detailed explanation is displayed in Appendix $B^{2}$

| Procedure | Explanation |
| :--- | :--- |
| Feynman_apply() | Applies a given qoperator() or qoperation() to the state vector or density matrix of an n-qubit quantum register |
| Feynman_norm() | Calculates the norm (or trace) of the state vector or density matrix of a quantum register |
| Feynman_normalize() | Normalizes the state vector or density matrix of a quantum register |
| Feynman_operator_function()* | Evaluates an operator function for a given matrix or qoperator() and returns its explicit matrix representation |
| Feynman_operator_type()* | Determines whether a given matrix or qoperator() has some particular property (hermitian, normal, etc.) |
| Feynman_plot_Bloch_vector() | Returns a 3D plot of the Bloch-sphere representation for a single qbit() or for a selected qubit within a given <br> qregister() |
| Feynman_plot_probability() | Returns a 2 D (or 3D) histogram plot of the (squared) amplitudes for a pure or mixed state as represented by <br> the qregister() |
| Feynman_print() | Prints the state vector or the density matrix of a quantum register in Dirac notation (by using the standard <br> computational basis) |
| Feynman_product()* | Carries out several types of product operations (inner, outer, Kronecker, Hadamard, etc.) for two or more <br> given quantum operators and/or quantum registers, respectively |
| Feynman_qgate() | Carries out some pre-defined quantum gate on a sequence of qbit()s |
| Feynman_quantum_operator() | Evaluates the explicit matrix representation of various pre-defined and distributed one-, two-, three-, or <br> $n-q u b i t ~ q u a n t u m ~ o p e r a t o r s ~$ |
| Feynman_set_qregister() | Returns a qregister() in some (pre-defined) state such as the computational basis states, the Bell states, or <br> several others |
| Calculates the reduced density operators of a qregister() (i.e. the partial trace) and the expectation values for |  |
| given matrix operators |  |

[^2]by Redfern [19] from earlier years. A complete description of the program is given in the manual Feynmancommands.pdf and is distributed together with the program.

Beside the benefits in using Maple, there are a few drawbacks concerning the performance of the Feynman program. Even if purely numerical computations are to be carried out, our procedures are slower by about 1-2 orders of magnitude when compared with most traditional languages. This limitation and the storage management of most CAS presently restricts the number of qubits to about 6-8 if complex computations are performed. To improve the performance of the program, either a 'translation' of the code into some compilable programming language or the concept of decision diagrams [20] could be used but are currently not supported by the program.

### 3.2. Auxiliary procedures

Any (automatic) transformation of an $n$-qubit quantum system due to quantum logic gates, circuits, or even quantum algorithms must provide the user with a fast and simple access to the underlying quantum-mechanical objects such as the quantum register or some (unitary) transformation. In fact, these registers and gates are the central 'building blocks' which allow one to simulate the behavior of general ( $n$-qubit) systems in quantum computing. To facilitate the handling of these and similar (data) structures, a number of auxiliary procedures have been defined in the Feynman program to deal with qubits, quantum registers, quantum operators, and several other structures as described in Section 2; cf. Table 3.

The use of such auxiliary procedures, which return their arguments unevaluated, has several merits. Apart from having related information together, it clearly simplifies the communication with and within the program. The procedure qregister(), for example, represents a general $n$-qubit quantum register in either a pure or mixed stateincluding the information about the number of qubits, an identifier, as well as the state vector or density matrix of the register-, without that the user needs to be concerned about of these details. Similarly, the qoperator() command is used to specify a particular quantum operator (unitary transformation) by means of a keyword or a matrix, if given explicitly. The use of keywords, together with the designation of the qubits on which the operator acts, will later simplify the definition of quantum circuits and algorithms. In practice, there is a large number of predefined gates available in the FEYNMAN program which are taken from an internal 'gate library' and distributed over any given number $n$ of qubits by using the command Feynman_quantum_operator(), see below.

In addition to quantum registers, quantum operations, etc., there is the procedure cbs() to represent a computational basis state. This auxiliary procedure is typically used in the input of some main commands to refer to some particular basis states such as $|0\rangle$ or $|1011\rangle$ (given either in decimal or binary notation). Together with the command Feynman_set_qregister(), a call to the procedures cbs() helps set-up and initialize a quantum register in a well-defined state at the beginning of the simulation.

### 3.3. Main commands

Having defined some proper 'data structures' above, the main procedures are provided to set-up and manipulate these data according to the rules of quantum computing. Apart from the unitary transformation of some quantum register, these commands enable one to compose or to reduce quantum registers and operators, or to visualize (plot) the state of qubits and quantum registers. The command Feynman_plot_probability(), for example, returns a histogram of the (squared) amplitudes for the pure or mixed state of a quantum register as represented by qregister(). Table 4 shows a list of all the commands which are presently accessible by the user. For a few selected commands, in addition, a more detailed explanation can be found in Appendix B.

There are several ways to define and to 'initialize' the state of an $n$-qubit quantum register. Beside its explicit construction by means of the qubit() command, there is the Feynman_set_qregister() which helps to create quantum registers in various (pre-defined) states such as the computational basis states, the Bell states, or various others. Separable states of a quantum register, moreover, can be composed as Kronecker products of two or more quantum
registers by using the command Feynman_product(). Typically, however, it is better to start from either a computational basis state $|k\rangle_{\text {dec }}$ or a randomized quantum register to which then a proper set of transformations is applied for initialization.

There are two procedures in the Feynman program which provide (and perform) unitary transformations. While the command Feynman_qgate() is designed to carry out a (keyword-defined) quantum gate directly onto a given sequence of independent qubits(), the procedure Feynman_quantum_operator() returns the explicit matrix representation of these gates, distributed due to the designation of the target qubits. More easily, however, the same transformation is often obtained by means of Feynman_apply() with which one may act with a qoperation() or qoperator() directly onto the state vector or the density matrix of a given quantum register [qregister()].

Finally, to reduce the density operator of a given qregister(), the command Feynman_trace() can be invoked to calculate the partial trace over one or several qubits. The same procedure also allows to calculate the expectation value of a matrix operator with respect to a given quantum state. Further commands concerning the use of non-unitary operations or time-dependent transformations will be 'added' later in a forthcoming version of the program.

### 3.4. Distribution of the program

Following Maple's recent developments, the Feynman program is provided as a library which can be loaded by the with (Feynman) command. This library contains all the procedures as listed in Tables 3 and 4, along with several subprocedures which remain hidden to the user. From the CPC library, the Feynman program is distributed as a (compressed) zip-file feynman.zip from which the Feynman root directory can be obtained. This root directory contains the library files, the source code and a Read.me for the installation of the package as well as the program manual Feynman-commands.pdf. This latter document explains all the user relevant commands along with the output format, their argument options as well as various additional information which is of interest for the application of the procedures. The Feynman root directory also contains an example of a .mapleinit file which can be modified and incorporated into the user's home. Making use of such a . mapleinit file, the Feynman library should then be available like any other module of MAPLE.

## 4. Interactive work using the Feynman procedures: Examples

To illustrate the interactive use of the Feynman procedures, a few simple examples are displayed below as they might occur, for instance, in an introductory course on quantum computation. Apart from these test cases, of course, the same procedures can be utilized also for dealing with more complex tasks. Since, however, some of the procedures result in a rather large MAPLE output, a colon (instead of a semicolon) is used below at the end of several commands in order to restrict the printed output in this section.

### 4.1. Identity of simple quantum circuits

In a first example, let us access some of the pre-defined (one-qubit) quantum gates of the Feynman program and verify, that they fulfill the two well-known relations $X Y X=-Y$ and $X R_{y}(\theta) X=R_{y}(-\theta)$, respectively [cf. Ref. [7], exercise 4.7]. To this end, we just enter at MAPLE's prompt (having loaded the Feynman module before)
> X := Feynman_quantum_operator("X");

$\mathrm{X}:=$| $[0$ | $1]$ |
| :--- | ---: |
| $[1$ | $0]$ |

```
> Y := Feynman_quantum_operator("Y");
    Y := [\begin{array}{ll}{[0}&{-I]}\\{[I}&{0}\end{array}]
```

and form the product $X Y X$ as usual by

```
> X.Y.X;
```

| $[0$ | $I]$ |
| :--- | ---: |
| $[$ | $]$ |
| $[-I$ | $0]$ |

which confirms this identity immediately. For the second relation, similarly, we may type

```
> Ry := theta -> Feynman_quantum_operator("Ry", theta);
    Ry := theta -> Feynman_quantum_operator("Ry", theta)
> X.Ry(theta).X, Ry(-theta);
```


to obtain the expected result. For one-qubit quantum gates, in addition, it was proved that their $2 \times 2$ unitary matrices can be expressed always in terms of rotations around the three Cartesian axes, together with an overall phase factor $\mathrm{e}^{\mathrm{i} \phi}$ with $0 \leqslant \phi<2 \pi$ [cf. Ref. [7], exercise 4.4]. As another short example, therefore, let us confirm explicitly that the Hadamard gate, $H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$, is equivalent to a rotation around the $y$-axis by the angle $\pi / 2$, followed by a rotation around the (former) $x$-axis by $\pi$, and multiplied by a phase factor which still needs to be determined. Within the FEYNMAN program, this angle is easily derived by first constructing the matrix $U=$ $\mathrm{e}^{\mathrm{i} \phi} R_{x}(\pi) R_{y}(\pi / 2)$ :

```
> Ry := alpha -> Feynman_quantum_operator("Ry",alpha):
> Rx := beta -> Feynman_quantum_operator("Rx",beta):
> U := exp(I*phi) * (Rx(Pi).Ry(Pi/2));
```


and by solving the (matrix) equation $U=H$ with respect to the phase $\phi$, i.e. for all the matrix elements simultaneously

```
> H := Feynman_quantum_operator("H"):
> solve({U[1,1]=H[1,1], U[1,2]=H[1,2], U[2,1]=H[2,1], U[2,2]=H[2,2]}, phi);
    {phi = 1/2*Pi}
```

Apparently, the angle $\phi=\pi / 2$ fulfills all the four equations and can be used to make $U$ equivalent to the Hadamard gate.

```
> subs(phi=Pi/2, U);
\begin{tabular}{lcl}
{\([1 / 2\)} & \(1 / 2\) & \(]\) \\
{\([2\)} & 2 & \(]\) \\
{\([----\)} & ---- & \(]\) \\
{\([2\)} & 2 & \(]\) \\
{\([\)} & & \(1 / 2]\) \\
{\([1 / 2\)} & 2 & \(]\) \\
{\([2\)} & ---- & \(]\) \\
{\([----\)} & 2 & \(]\)
\end{tabular}
```

Using similar steps, of course, a large number of other identities can be shown (or found) which would require rather lengthy computations otherwise.

### 4.2. Probability of measuring a computational basis state

So far, we just dealt with one-qubit quantum gates, for which most of the matrix operations could be easily carried out by hand. In practise, however, the complexity of such operations increases rapidly as quantum registers with several qubits occur in some computation. For the sake of simplicity, let us consider here the case of two qubits $A$ and $B$ which, initially, are both supposed to be in the state $\left|\psi_{A}\right\rangle=\left|\psi_{B}\right\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$, taken in the computational basis of their corresponding Hilbert spaces $\mathcal{H}_{i}$. Let us further consider the composite state of these qubits, i.e. the tensor product $|\psi\rangle=\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle$, and the matrix

$$
U=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & -1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & -1 & -1 \\
0 & 0 & 1 & -1
\end{array}\right)
$$

which acts on both qubits, $U|\psi\rangle=|\phi\rangle$, in order to form a (two-qubit) state. For this state $|\phi\rangle$, we may ask for the probability to 'find', i.e. to measure, the (computational) basis state $|2\rangle_{\mathrm{dec}}=|10\rangle$. Mathematically, this requires of course to calculate one of the expressions

$$
\begin{equation*}
\operatorname{Tr}\left(|\phi\rangle\langle\phi| P_{10}\right)=\langle\phi| P_{10}|\phi\rangle \tag{15}
\end{equation*}
$$

which are known to be equivalent for any pure state $|\phi\rangle$ of the system. Within the FEYnMAN program, there exist several ways to accomplish such computations owing to the (pre-)definition and the combination of various quantum registers (qregister) and quantum operators (qoperators) in the code. Starting from the single-qubit notation above, we may construct the two-qubit states $|\psi\rangle$ and $|\phi\rangle$ by typing

```
> psi[A] := qregister(id, qbit(id, 1/sqrt(2), 1/sqrt(2))):
> psi[B] := qregister(id, qbit(id, 1/sqrt(2), 1/sqrt(2))):
```

> psi := Feynman_product("Kronecker", psi[A], psi[B]);
[1/2]
[ ]
[1/2]
psi := qregister(id, 2, [ ])
[1/2]
[ ]
[1/2]
and

```
> U := qoperator(1/sqrt(2)*Matrix([[1,-1,0,0], [1,1,0,0], [0,0,-1,-1],
    [0,0,1,-1]])):
> phi := Feynman_apply(U, psi);
```


respectively. The projection operator $P_{10}$, moreover, is given by the 2-qubit density operator $P_{10}=|10\rangle\langle 10|$, or simply the outer product of the computational basis state

$$
|10\rangle=|1\rangle \otimes|0\rangle=\binom{0}{1} \otimes\binom{1}{0}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right)
$$

with itself.

```
> aux_vector := Vector([0,0,1,0]):
> P[10] := Feynman_product("outer", aux_vector, aux_vector);
```

$P[10]:=$| $[0$ | 0 | 0 | $0]$ |
| :--- | :--- | :--- | ---: |
| $[0$ | 0 | 0 | $0]$ |
| $\left[\begin{array}{llll}{[0} & 0 & 1 & 0]\end{array}\right]$ |  |  |  |
|  | $\left[\begin{array}{llll}{[0} & & & ] \\ {[0} & 0 & 0 & 0]\end{array}\right]$ |  |  |

From $P_{10}$, the expectation value $\langle\phi| P_{10}|\phi\rangle=\langle\phi \mid 10\rangle\langle 10 \mid \phi\rangle$ respectively the probability for measuring the 2-qubit system in the basis state $|10\rangle$ is then calculated as the inner product of $|\phi\rangle$ and the auxiliary state $P_{10}|\phi\rangle$

```
> aux := Feynman_apply(qoperator(P[10]), phi):
> Feynman_product("inner", phi, aux);
```

    \(1 / 2\)
    if all the necessary steps are carried out explicitly. In the Feynman program, the same computation can be performed much shorter because a large number of frequently required quantum states and (projection) operators are pre-defined already in the code. Since we have $\left|\psi_{A}\right\rangle=\left|\psi_{B}\right\rangle=|+\rangle$ and, hence, $\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle=|++\rangle$, we could create the starting state $|\psi\rangle$ within a single line:

```
> psi := Feynman_set_qregister("++");
```

|  | [1/2] |
| :---: | :---: |
|  | [ ] |
|  | [1/2] |
| psi := qregister("++", 2, | [ ]) |
|  | [1/2] |
|  | [ |
|  | [1/2] |

$\ldots$ and similarly for the projection operator $P_{10}$ :

```
> P[10] := Feynman_quantum_operator("projector", cbs("10")):
```

The transformation $|\phi\rangle=U|\psi\rangle$ is then carried out as above, using the Feynman_apply() command.
Now the probability $\operatorname{Tr}\left(|\phi\rangle\langle\phi| P_{10}\right)$ can be calculated by means of

```
> Feynman_trace(P[10], phi);
    1/2.
```

This second way in doing the computations 'proves' also that the relation (15) is fulfilled for the pure state $|\phi\rangle$ from above.

### 4.3. Partial trace of a Bell state

In our last example, finally, we demonstrate how the partial trace can be calculated for the density matrix of a composite system. Suppose we have the bipartite system $A B$ and need to investigate the behavior of the subsystem $A$ without that the system $B$ is observed, i.e. if we wish to 'trace out' the dependence on $B$. For a product state $\rho^{A B}=\rho^{A} \otimes \rho^{B}$, the density matrix of the system $A$ is obtained simply by taking the trace over $\rho^{B}$

$$
\rho^{A}=\operatorname{Tr}_{B}\left(\rho^{A} \otimes \rho^{B}\right)=\rho^{A} \operatorname{Tr}\left(\rho^{B}\right),
$$

which, however, does not apply for any entangled state. In the case of an entangled system, the reduced density operators of the subsystems cannot be read off so easily but requires one to carry out the partial trace operation (5) explicitly. If, for example, we consider the composite system $A B$ in the Bell state $\left|\Phi^{+}\right\rangle=\frac{|00\rangle+|11\rangle}{\sqrt{2}}$

we may calculate the density matrix $\rho^{A}$ of the first qubit by tracing out the second qubit:

```
> rho[A] := Feynman_trace(Phi,[2]);
```

$$
\text { rho[A] := qregister(id, 1, } \begin{aligned}
{[ } & ] \\
{[0} & 1 / 2]
\end{aligned}
$$

From the command Feynman_trace(), this matrix $\rho^{A}$ is then obtained as the third argument of the auxiliary procedure qregister(), in line with the (internal) use of quantum registers to represent either a pure or mixed state of an $n$-qubit system. Taking the trace over the squared reduced matrix, $\operatorname{Tr}\left(\rho^{A}\right)^{2}=\frac{1}{2}$, we easily see that the subsystem $A$ is in a mixed state, and that the same applies also for the subsystem $B$ owing to the symmetry of the Bell state $\left|\Phi^{+}\right\rangle$. Therefore, although the composite system was originally in a pure quantum state, the two subsystems $A$ and $B$ by themselves are statistical mixtures of states, a result which is well known from the literature [7] but is worth here to show again explicitly. The same fact applies for any open quantum system, if a principal system $A$ is entangled with its environment $B$ (see Section 2.2.3).

## 5. Summary and outlook

With the Feynman program, an interactive and flexible tool has been developed for the analysis and simulation of $n$-qubit quantum systems. In a first version of this program, our aim was to design the basic (data) structures for quantum computations, such as quantum registers and quantum gates, and to provide many of the elementary operations which are needed in order to work with these data structures. Using the computer algebra system MAPLE as the computational framework, moreover, we are able to support both, symbolic and numerical computations as well as various hybrid forms, in contrast to many other (commercially or free-accessible) simulators which are available today for doing quantum computations.

There are several extensions of the Feynman program which are desirable for future applications. Apart from quantum registers and operators as defined above, the implementation and the support of quantum operations and quantum circuits (as additional data structure) might help in the analysis and optimization of new algorithms. Such a development will facilitate also the manipulation of quantum registers with an increasing number and complexity of the gates as required, for instance, by various (active or passive) error correction schemes. Other possible extensions refer to the implementation of different measures into the Feynman program in order to control the dynamics, entanglement, or the decoherence of quantum algorithms if 'realized' by different physical (qubit) systems. Several
of such measures have been implemented already and are currently investigated in dependence of the number of qubits. With these and a few further extensions, we therefore hope that the Feynman program will be helpful not only for teaching the basic elements of quantum computation and quantum information theory but might find its way also into the daily research work in the future.

## Appendix A. Auxiliary commands

As explained in Section 3, there are a number of general terms and associated data structures which occur rather frequently in the input and output of the main procedures of the FEYnMAN program. These structures refer, for instance, to the notion of a quantum register or quantum operator and are utilized as the central building blocks of the program. To facilitate the handling of these data structure (i.e. the communication with and within the various procedures), here we first describe all auxiliary procedures as discussed in Section 3.2. Although several tests are made on the input of these commands, they usually return their parameters unevaluated and, hence, mainly serve as a storage in order to keep the relevant information together in the simulation of the $N$-qubit systems.

- $\mathbf{c b s}([\mathbf{n}], \mathbf{k})$

Auxiliary procedure to represent the computational basis state $|k\rangle_{\text {dec }}$ within an $n$-qubit basis in decimal notation.
Output: An unevaluated call to cbs() is returned.
Argument options: ( $\left[\mathrm{n}_{1}, \mathrm{n}_{2}, \ldots\right], \mathrm{k}_{1}, \mathrm{k}_{2}, \ldots$ ) to represent a composite computational basis state $\left.\mid k_{1}, k_{2}, \ldots\right)_{\text {dec }}$, where $\mathrm{n}_{i}$ refers to the number of qubits in the $i$ th subspace.
*([ $\left.\mathrm{n}_{1}, \mathrm{n}_{2}, \ldots\right], \mathrm{k}_{1}, \mathrm{k}_{2}, \ldots$, "simplify") to evaluate the composite computational basis state $|k\rangle=\left|k_{1}, k_{2}, \ldots\right\rangle$ and to return the corresponding (tensor) product state $\operatorname{cbs}([\mathrm{n}], \mathrm{k})$ with $n=\sum_{i} n_{i}$ and where the $n_{i}$ again refer to the number of qubits in the $i$ th subspace.
*("00.. 01 ") to represent a basis state in the convenient binary notation; a computational basis state $\mathrm{cbs}([\mathrm{n}], \mathrm{k})$ in the decimal notation is returned.
Additional information: A basis of $n$ qubits contains the computational basis states $\{|0\rangle,|1\rangle, \ldots,|k\rangle, \ldots$, $\left.\left|2^{n}-1\right\rangle\right\}$. Owing to the definition of a computational basis, therefore, the restriction $k_{i}<2^{n_{i}}-1$ must apply for all $i$.
See also: qbit(), qregister().

- qbit(id, a, b)

Auxiliary procedure to represent a qubit with identifier id in terms of its complex amplitudes $a$ and $b$ with respect to the two (computational) basis states $|0\rangle \equiv\binom{1}{0}$ and $|1\rangle \equiv\binom{0}{1}$; i.e. $|\psi\rangle=a|0\rangle+b|1\rangle$.
Output: An unevaluated call to qbit() is returned.
Additional information: The identifier id must be of type name, string, or integer.

* If both coefficients, $a$ and $b$, are given numerically they must fulfill the relation $|a|^{2}+|b|^{2}=1$.

See also: qregister().

- qoperation([ $\left.\left.E_{1}, \ldots, E_{n}\right]\right)$

Auxiliary procedure to represent a user-defined $n$-qubit quantum operation $\mathcal{E}(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger}$ in terms of the operation elements (Kraus operators) $E_{i}$.
Output: An unevaluated call to qoperation() is returned.

## Argument options:

Additional information: In the present version, the procedure qoperation() is not fully supported by the program. In general, the same parameter lists (argument options) as for the command Feynman_quantum_ operation() can be used here. The details of this command, however, will be explained only in a forthcoming contribution.

* Providing a general data structure for different types of quantum operations, no evaluation is associated with a call to this auxiliary procedure. This applies, in particular, for all pre-defined quantum operations; instead, it is mainly utilized in order to simplify the definition of quantum circuits (in a later step of the program development) and to improve the readability of the code.
* The (explicit) representation of the corresponding operation elements is obtained by means of the main procedure Feynman_quantum_operation().
See also: qoperator()
- qoperator(n,"X", [k])

Auxiliary procedure to represent (the distributed form of) the pre-defined single-qubit quantum operator $X$ acting on the $k$ th qubit in an $n$-qubit system.
Output: An unevaluated call to qoperator() is returned.
Argument options: ( $\mathrm{n}, \mathrm{U},\left[i_{1}, \ldots, i_{k}\right]$ ) to represent the distributed form of an user-defined matrix operator $U$ acting on the $k$ qubits $i_{1}, \ldots, i_{k}$ of an $n$-qubit system.

* The same parameter lists (argument options) as for Feynman_quantum_operator() can be used here.

Additional information: Providing a data structure for a large set of quantum operators, no evaluation is associated with a call to this procedure. The explicit matrix representation of the corresponding quantum operator is obtained by means of the main procedure Feynman_quantum_operator().
See also: qoperation(), Feynman_quantum_operator().

- qregister(id, qbit ${ }_{1}$, qbit ${ }_{2}, \ldots$, qbit $_{n}$ )

Auxiliary procedure to represent an $n$-qubit quantum register with identifier id in terms of its individual qubits $\mathrm{qbit}_{1}, \mathrm{qbit}_{2}, \ldots, \mathrm{qbit}_{n}$ (which implies that the quantum register represents a product state initially).
Output: A quantum register qregister(id, $\mathrm{n}, \mathrm{V}$ ) is returned where $n$ is the number of qubits and V a $2^{n}$-dimensional state vector.
Argument options: (id, $\mathrm{n}, \mathrm{V}$ ) to represent an $n$-qubit quantum register where $V$ is a valid $2^{n}$-dimensional state vector.
*(id, $\mathrm{n}, \mathrm{M}$ ) to represent an $n$-qubit quantum register where $M$ is a valid $2^{n} \times 2^{n}$ density matrix $\rho=$ $\sum_{i, j=0}^{2^{n}-1} c_{i j}|i\rangle\langle j|$.
Additional information: The identifier id must be of type name, string, or integer, respectively.

* A quantum register can contain any number of qubits. For the case of $n$ qubits in a product state (i.e. if the qubits are not entangled), a $2^{n}$-dimensional state vector $V$ is generated as the tensor product of the $n$ separate single-qubit input states $\left|\psi_{k}\right\rangle=c_{0}^{k}|0\rangle+c_{1}^{k}|1\rangle$ :

$$
\begin{aligned}
\left|\Psi_{1,2, \ldots, n}\right\rangle & =\left|\psi_{1}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle \\
& =c_{0}|00 \ldots 00\rangle+c_{1}|00 \ldots 01\rangle+\cdots+c_{2^{n}-1}|11 \ldots 11\rangle=\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{2^{n}-1}
\end{array}\right),
\end{aligned}
$$

where $\sum_{i}\left|c_{i}\right|^{2}=1$.
See also: qbit(), qregister().

## Appendix B. Selected commands of the Feynman program

To illustrate the use of the Feynman program, this appendix describes in more detail a few (selected) commands from Table 4. Similar as in Appendix A, these main procedures are briefly explained together with their optional arguments and some additional information, following the style of the former The Maple Handbook [19]. For the list of arguments, the notation from Appendix A is used in the input and output;
for example, a notation like ...qregister ${ }_{a}$, qregister ${ }_{b}, \ldots$ means that the user may type explicitly $\ldots$, qregister $\left(\mathrm{id}_{a}, \mathrm{n}_{a}, \mathrm{~V}_{a}\right)$, qregister $\left(\mathrm{id}_{b}, \mathrm{n}_{b}, \mathrm{~V}_{b}\right), \ldots$ in the parameter list, or first assign these (unevaluated) calls to qregister() to some variables, say wa and wb, and later only use these variables at input time: . . . , wa, wb, . . . A complete list of all the exported commands of the Feynman program can be found in the manual file Feynman-commands.pdf which is distributed together with the code.

## - Feynman_operator_function(A,f)

Evaluates the operator function $f(A)=\sum_{i} f\left(\lambda_{i}\right)\left|a_{i}\right\rangle\left\langle a_{i}\right|$ of a normal matrix operator $A$ by using its spectral decomposition.
Output: A matrix is returned.
Argument options: (qoperator, f ) to apply the operator function f to the matrix $A$ as described by qoperator; a qoperator is returned which contains an explicit matrix representation $f(A)$ of the corresponding operator function.

* $(\mathrm{A}, \mathrm{f},[$ taylor, r$])$ or (qoperator, $\mathrm{f},[$ taylor, r$])$ to carry out an $r$ th-order Taylor expansion of $f(A)$ instead of the spectral decomposition; a matrix or qoperator is returned in this case owing to the type of the argument.
Additional information: The function $f$ must be of type mathfunc, e.g., $\mathrm{x} \rightarrow>\sin (\mathrm{x})$.
${ }^{*}$ The operator $A$ must represent a normal operator with a proper spectral representation, i.e. $A=\sum_{i} \lambda_{i}\left|a_{i}\right\rangle\left\langle a_{i}\right|$ where $\lambda_{i}$ are the eigenvalues of $A$ and $\left|a_{i}\right\rangle$ the eigenvectors.
See also: qoperator(), Feynman_quantum_operator().
- Feynman_operator_type(A, hermitian)

Returns true if the matrix operator $A$ is hermitian, or false if this is not the case.
Output: A Boolean value of either true or false is returned, or FAIL otherwise.
Argument options: (qoperator, hermitian) to determine the same for the matrix operator as described by qoperator.
*(A, normal) or (qoperator, normal) to return true if the matrix operator $A$ (or qoperator) is a normal operator, or false if this is not the case.
*(A, positive) or (qoperator, positive) to return true if the matrix operator $A$ (or qoperator) is a positive operator, or false if this is not the case.
*(A, positive_definite) or (qoperator, positive_definite) to return true if the matrix operator $A$ (or qoperator) is a positive definite operator, or false if this is not the case.
*(A, unitary) or (qoperator, unitary) to return true if the matrix operator $A$ (or qoperator) is a unitary operator, or false if this is not the case.
Additional information: The procedure returns FAIL if, for the operator $A$, the given property cannot be determined uniquely, e.g., if two symbolic expressions cannot be recognized to be equivalent due to an unsuccessful internal simplification.
*For matrix operators with 'numerical' elements, it may happen that a Boolean value true is returned for some particular property even if MAPLE's internal procedure returns false. In this procedure, small deviations are accepted for a given property by rounding the numerical values to an internal accuracy of Digits - 2 digits. Note that this threshold (on the accuracy of the numerical results) depends on the current setting of MAPLE's Digits variable.
*A positive operator $A$ is defined to be an operator whose expectation value $\langle v| A|v\rangle$ is a real and non-negative number for all $|v\rangle$.
${ }^{*}$ It can be shown that any positive operator is also hermitian and has a diagonal representation $\sum_{i} \lambda_{i}|i\rangle\langle i|$, with non-negative eigenvalues $\lambda_{i}$.

* An operator $A$ is called positive definite if $\langle v| A|v\rangle>0$ for all $|v\rangle \neq 0$.
*An operator $A$ is said to be normal if $A^{\dagger} A=A A^{\dagger}$. An operator is normal if and only if it can be diagonalized with respect to some orthonormal basis (spectral decomposition theorem).
*An operator $A$ is said to be hermitian (or self-adjoint) if $A^{\dagger}=A$; obviously, any hermitian operator is also normal.
*A operator $A$ is said to be unitary if $A^{\dagger} A=A A^{\dagger}=I$; hence, any unitary operator is also normal.
See also:Feynman_quantum_operator().
- Feynman_product("inner", qregister ${ }_{l}$, qregister $_{r}$ )

Calculates the inner product $\left\langle\right.$ qregister $\left._{l}\right|$ qregister $\left._{r}\right\rangle$, known also as the scalar product of the two quantum states.
Output: An expression or complex number is returned.

## Argument options:

## (i) Inner products (or scalar products)

("scalar", qregister $_{l}$, qregister $r_{r}$ ) to calculate the same product; the two strings "inner" and "scalar" always refer to the same definition of the product.
*("scalar", $v, w$ ) to calculate the scalar product for the two (column) vectors $v$ and $w$.
(ii) Kronecker products (or tensor products)
("Kronecker", $v_{1}, v_{2}$ ) to calculate the Kronecker product $v_{1} \otimes v_{2}$ of the vectors $v_{1}$ and $v_{2}$ with dimensions $m$ and $n$, respectively; an $(m \times n)$-dimensional vector is returned.
*("Kronecker", A, B) to calculate the Kronecker product $A \otimes B$ of the operators $A$ and $B$ if given in terms of two $(m \times n)$ and $(p \times q)$ matrices; an ( $m p \times n r$ ) matrix is returned.
*("Kronecker", qoperator ${ }_{A}$, qoperator $_{B}$ ) to calculate the Kronecker product $A \otimes B$ of the two matrix operators $A$ and $B$ as described by qoperator ${ }_{a}$ and qoperator ${ }_{b}$, respectively; a qoperator is returned in this case which contains the explicit matrix representation of the operator product.
*("Kronecker", qregister ${ }_{l}$, qregister $_{r}$ ) to calculate the Kronecker product of the two states as described by the ( $m$-qubit) qregister ${ }_{l}$ and the ( $n$-qubit) qregister $r_{r}$, respectively; an $(m+n$ )-qubit qregister is returned. At output, the qregister contains a state vector representation if both quantum registers were given by state vectors at input time, and a density matrix representation otherwise, cf. qregister().
*("Kronecker", op-state ${ }_{1}$, op-state $2, \ldots$ ) to calculate the Kronecker product op-state ${ }_{1} \otimes$ op-state ${ }_{2} \otimes \cdots$ of two or more matrix operators, density matrices or qregisters; all op-state's must be of the same type (i.e. Matrix, qoperator or qregister). A Matrix, qoperator or qregister is returned depending on the type of the arguments; in the case of qregisters, the state vector representation is used at output time only if all the qregisters at input contained state vectors (and no density matrix representations).
*("Kronecker_power", A, r) to calculate the $r$ th power $A^{\otimes r}$ of the ( $(p \times q)$ matrix operator $A$; a $p^{r} \times q^{r}$ dimensional matrix is returned.
*("Kronecker_power", qoperator, r) to calculate the $r$ th power of the matrix operator as described by qoperator; a qoperator is returned which contains the explicit matrix representation of the product.
*("Kronecker_power", qregister, r) to calculate the $r$ th power of the state as described by the $p$-qubit qregister. Depending on the representation of the quantum state in qregister, a qregister in state vector or density matrix representation is returned.
*("Kronecker_power", "Hadamard", n) to calculate the Hadamard transform of $n$ qubits, $H^{\otimes n}$, using the algebraic formula

$$
H^{\otimes n}=\frac{1}{\sqrt{2^{n}}} \sum_{x, y}(-1)^{x \cdot y}|x\rangle\langle y| .
$$

## (iii) Outer products

("outer", qregister $_{v}$, qregister $_{w}$ ) to calculate the outer product $|v\rangle\langle w|$ of the two state vectors as described by the ( $n$-qubit) quantum registers qregister ${ }_{v}$ and qregister ${ }_{w}$, respectively; a qregister containing a ( $2^{n} \times$ $2^{n}$ )-dimensional matrix is returned (not necessarily a valid state!).
*("outer", $v, w$ ) to calculate the outer product of two $n$-dimensional (column) vectors. An $n \times n$ matrix is returned.
(iv) Hadamard product
("Hadamard", A, B) to calculate the Hadamard product $A \circ B$ of the two matrices with the (same) dimension $(m \times n)$. The Hadamard product is defined as the entrywise product: $(A \circ B)_{i, j}=A_{i, j} B_{i, j}$ and, hence, is a submatrix of the Kronecker product $A \otimes B$. An $m \times n$ matrix is returned.
(v) Trace products or Hilbert-Schmidt products
("trace", A, B) or ("Liouville", A, B) to calculate the trace (or Hilbert-Schmidt or Liouville) inner product $(A, B)=\operatorname{Tr}\left(A^{\dagger} B\right)$. An expression or a complex number is returned.
(vi) Commutators and anticommutators
("commutator", $\mathrm{A}, \mathrm{B}$ ) to calculate the commutator $[A, B]=A B-B A$ for two quadratic ( $n \times n$ ) matrix operators A and B ; an $n \times n$ matrix is returned.
*("anticommutator", $\mathrm{A}, \mathrm{B}$ ) to calculate the anticommutator $\{A, B\}=A B+B A$ for two quadratic ( $n \times n$ ) matrix operators A and B ; an $n \times n$ matrix is returned.
Additional information: In finite-dimensional (complex) vector spaces, the inner product space and the Hilbert space are the same; these notations are therefore often used as synonyms.
See also: Feynman_quantum_operator(), qoperator, qregister.
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