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ABSTRACT

Entanglement is known today as a key resource in many protocols from quantum computation and quantum information theory. However, despite the successful demonstration of several protocols, such as teleportation or quantum key distribution, there are still many open questions of how entanglement affects the efficiency of quantum algorithms or how it can be protected against noisy environments. The investigation of these and related questions often requires a search or optimization over the set of quantum states and, hence, a parametrization of them and various other objects. To facilitate this kind of studies in quantum information theory, here we present an extension of the Feynman program that was developed during recent years as a toolbox for the simulation and analysis of quantum registers. In particular, we implement parameterizations of hermitian and unitary matrices (of arbitrary order), pure and mixed quantum states as well as separable states. In addition to being a prerequisite for the study of many optimization problems, these parameterizations also provide the necessary basis for heuristic studies which make use of random states, unitary matrices and other objects.
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1. Introduction

In the last years, the field of quantum information has become an established branch of research in physics with interesting connections to mathematics and computer science. The interest arises from the fact that, by utilizing entangled, i.e. non-classical states of matter, novel quantum information protocols like teleportation [1], quantum cryptography [2] and efficient quantum computation have opened up new possibilities that have no counterparts in classical information processing [3]. Successful experimental implementations have shown that quantum systems can, in principle, solve certain problems efficiently which are intractable for classical processors, for instance, the factorization of large numbers [4]. Moreover, these capabilities can exist—within certain limits—even in the presence of imperfections and the inevitable noise that is due to the interactions with the environment.

Despite the encouraging result that quantum information processing should be possible also in realistic experimental scenarios, there are still many open questions dealing, for example, with the role of entanglement as the crucial but fragile resource in quantum information and its protection against decoherence in the physical realizations of quantum protocols. In order to investigate those or related problems, the simulation of quantum registers is a useful tool and often even the only way to gain more insight. To facilitate the simulation and analysis of n-qubit quantum systems, we have developed the FEYMAN program, a quantum simulator package within the framework of the computer algebra system MAPLE. The main motivation for the development has been to provide an easily extendible set of symbolic and numerical utilities, which help shorten some of the typical calculations as they appear frequently in the simulation of quantum registers. In the first two program versions [5,6] we therefore introduced the program’s basic data structures along with the tools for creating and manipulating quantum registers, applying quantum gates to them and analyzing their properties with regard to entanglement, entropy, or their distance from other quantum states. The previous program update [7] added extensive support for quantum operations which enables the user to simulate decoherence effects and analyze the properties of quantum channels by making use of the duality (Jamiołkowski isomorphism) between states and channels.

In addition to the large collection of measures that are already implemented in the FEYMAN program, it also often occurs in the context of quantum information theory that some quantity of interest is defined as an optimization problem, e.g., over the set of all pure states or density matrices or over the set of unitary operators. Often, there are no known analytical expressions for such quantities so that only a numerical evaluation is possible. To perform such a computation, the search space has to be parametrized. In order to facilitate this process, the present program revision provides a variety of parametrizations for frequently used objects like hermitian and unitary matrices, general pure and mixed states and separable pure and mixed states. Apart from optimization or search problems, the availability of parametrizations for the most frequently used objects implies the ability to create random objects which might be of interest in a first heuristic approach to a problem. Therefore, together with the various efficiency improvements that have been made, the present program extension provides an enhanced support for numerical investigations. Consequently, the present extension further increases the flexibility and the range of possible applications of the FEYMAN program, thus making it an attractive toolbox for research and education in the field of quantum computation and information.

The rest of the work is organized as follows. In the next section, we briefly summarize some theoretical background on the parametrization of hermitian and unitary matrices as well as pure and mixed quantum states. We recall the basic properties of these objects and present the parametrization formulas that are used in the program. Based on this background, Section 3 later describes how these parametrizations are embedded in the FEYMAN program and gives an overview of the program changes. Section 4 then provides four short examples that illustrate the interactive work with the program where some of the new features are shown in more detail. In Section 5, finally, a brief summary and outlook on the possible further development of the program is given.
2. Theoretical background

In the following, we recall some basic properties of hermitian and unitary matrices as well as the different kinds of quantum states that are needed to understand their parametrization and implementation in the code. The aim is here to summarize all important formulas and major schemes of parametrization, simply for the sake of reference and in order to facilitate the discussion of our examples in Section 4; for all further proofs and derivations, however, we shall refer the reader to the literature.

2.1. Parametrization of hermitian matrices

Let us start with the hermitian (or self-adjoint) matrices whose relevance for quantum mechanics arises from the fact that hermitian operators (matrices) represent the observables of a quantum system, i.e. measurable quantities. Moreover, an important subset of the hermitian matrices so that we can use it to form a complete basis for this vector space is given by the set of linearly independent hermitian matrices. This set of Gell-Mann matrices, $\{\lambda_i\}$, can be constructed in the following way [8,9]:

1. For every pair $(i, j)$ with $i, j = 1, 2, \ldots, N$ and $i < j$, we define two $N \times N$ matrices $\lambda^{(1)}(i, j)$ and $\lambda^{(2)}(i, j)$ of the form

   \[
   [\lambda^{(1)}(i, j)]_{\mu, \nu} = \delta_{\mu i} \delta_{\nu j} + \delta_{\mu j} \delta_{\nu i}, \quad [\lambda^{(2)}(i, j)]_{\mu, \nu} = -i (\delta_{\mu i} \delta_{\nu j} - \delta_{\mu j} \delta_{\nu i}).
   \]

   This gives rise to $N(N - 1)$ linearly independent matrices.

2. The remaining $N - 1$ matrices have a diagonal shape and they are defined as

   \[
   \lambda_{k^2 - 1} = \sqrt{\frac{2 - k^2}{k^2 - k}} \begin{pmatrix}
   1 & 0 & 0 & \cdots & 0 \\
   0 & 1 & 0 & \cdots & 0 \\
   0 & 0 & 1 & \cdots & 0 \\
   \vdots & \vdots & \vdots & \ddots & \vdots \\
   0 & 0 & 0 & \cdots & 0
   \end{pmatrix}
   \]

   for $k = 2, 3, \ldots, N$, i.e. for every $k$ there are $k - 1$ ones on the main diagonal and the $k$th entry is $-(k - 1)$.

Within the FREYMAN program, the set of Gell-Mann matrices is provided by the command `Feynman_define("SU generators", N, "symbolic")` which, for $N = 2$, yields the well-known Pauli matrices

\[
\lambda_1 = \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \lambda_2 = \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \lambda_3 = \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(3)

Note that the set $\{\lambda_i\}$ consists only of traceless matrices and does not include the identity matrix $I_N$. It is easy to verify that the identity matrix (which might be scaled with some real normalization constant $\sqrt{2/N}$) is hermitian and linearly independent from the $\{\lambda_i\}$ matrices so that we can use it to form a complete $N^2$-dimensional basis for the vector space of the $N \times N$ hermitian matrices. Using this complete basis, any hermitian matrix $A$ can be written in the form

\[
A = p_0 \sqrt{2/N} I_N + \sum_{i=1}^{N^2-1} p_i \lambda_i,
\]

(4)

where $\{p_i\}$ are the $N^2$ real parameters. The parametrization (4) of the hermitian matrices in terms of the generalized Gell-Mann matrices can be utilized in the FREYMAN program by `Feynman_parametrize("hermitian","standard", N, [p_0, p_1, \ldots, p_{N^2}])`.

2.2. Parametrization of unitary matrices

Another important class of matrices are the unitary matrices that appear in many different fields of modern physics. In quantum theory, for example, unitary operators (matrices) are known to describe the time evolution of any closed system as easily seen from the Schrödinger equation. For qubits and quantum registers that are sufficiently isolated from their environment, all quantum gates must therefore be given by unitary operations.

A square matrix $U$ of dimension $N \times N$ is called a unitary matrix if the adjoint—that is the complex conjugated and transposed—matrix is equal to its inverse

\[
U^\dagger \equiv (U^*)^\dagger = U^{-1},
\]

(5)

for all further proofs and derivations, however, we shall refer the reader to the literature.
so that
\[ U^\dagger U = I, \] (6)
where \( I \) is the \( N \times N \) identity matrix. From this simple and well-known relation between the adjoint and the inverse matrix of \( U \), it becomes clear why, for closed systems, any sequence of unitary operators and, hence, any quantum circuit is always reversible as long as no measurement is performed. For a unitary matrix, moreover, the modulus of the determinant is always
\[ |\text{det}U| = 1, \] (7)
and one can easily show that these matrices are closed under the usual matrix product. Since, in addition, the identity and the inverse of a unitary matrix are also unitary, the \( N \times N \) unitary matrices form a group which is often denoted as \( U(N) \). From this set of matrices, the subset of matrices with \( \text{det}U = +1 \) are called special unitary, and they form the subgroup \( SU(N) \) of the general unitary group \( U(N) \).

Due to the importance of the unitary operators in quantum theory, various representations and parametrizations have been presented and discussed in the literature. Although they all describe either the group \( U(N) \) or \( SU(N) \), they might be more or less favorable for certain applications and, therefore, several of these parametrizations should be easily accessible within the FEYNMAN program.

2.2.1. Standard parametrization of \( SU(N) \)

The canonical way of parametrizing the set \( U(N) \) follows from the well-known relation
\[ U = e^{iH}, \] (8)
i.e. any unitary matrix can be generated from some hermitian matrix \( H \). In particular, we can apply the \( N^2 - 1 \) hermitian and traceless Gell-Mann matrices \( \{\lambda_i\} \) from the previous section to generate all matrices from the group \( SU(N) \). Note that we do not need to consider the identity matrix for generating the special unitary matrices \( SU(N) \) since the exponentiation \( \text{diag}(i1_{N}) \) gives rise to just the (complex) phase factor \( e^{i\alpha} \) that distinguishes the groups \( U(N) \) and \( SU(N) \) from each other. Using the Gell-Mann generators (1)–(2) from above, the standard parametrization of the group \( SU(N) \) is given by
\[ U = \exp \left( i \sum_{i=1}^{N^2-1} \theta_i \lambda_i \right) \] (9)
with the \( N^2 - 1 \) real parameters \( \theta_i \). Within FEYNMAN, this parametrization can be accessed by the command \text{Feynman_parametrize(“SU”, “standard”, N, [\theta_1, \ldots, \theta_{N^2-1}])}.

2.2.2. Generalized Euler angle parametrization of \( SU(N) \)

An alternative and sometimes computationally favorable parametrization of \( SU(N) \) is due to Tilma and Sudarshan [8] who generalized the parametrization of \( U \in SU(2) \) in terms of the Euler angles,
\[ U = e^{i\sigma_1 \theta_1} e^{i\sigma_2 \theta_2} e^{i\sigma_3 \theta_3}, \] (10)
and where \( \sigma_x \) and \( \sigma_z \) are the usual Pauli matrices [cf. Eq. (3)]. For \( N > 2 \), this parametrization can be generalized as [8]
\[ U = \prod_{N \geq m \geq 2} \left( \prod_{2 \leq k \leq m} A(k, j(m)) e^{i\lambda_{N-2,-N+1}} \cdots e^{i\lambda_{N-2,2-N} \theta_{2-N}} e^{i\lambda_{N-1,2-N} \theta_{2-N-1}}, \right. \]
\[ A(k, j(m)) = e^{i\lambda_{(2k-3)+N}\lambda_{j(m)}}, \]
\[ j(m) = \left\{ \begin{array}{cl}
0 & m = N, \\
2(m+l) & m \neq M.
\end{array} \right. \] (11)
Here, again, we have \( N^2 - 1 \) real parameters, \( \theta_i \), as necessary for covering all matrices of \( SU(N) \). This form can be invoked in the code by \text{Feynman_parametrize(“SU”, “Euler angles”, N, [\theta_1, \ldots, \theta_{N^2-1}])}.

2.2.3. Parametrization of \( U(N) \)

Since every matrix \( U \in U(N) \) can be constructed from some special unitary matrix \( U_0 \in SU(N) \) just by multiplying an overall phase
\[ U = e^{i\phi_0} U_0, \] (12)
nothing need to said about the parametrization of the \( N \times N \) unitary matrices; in the FEYNMAN program, this parametrization can be utilized by calling either \text{Feynman_parametrize(“U”, “standard”, N, [\theta_1, \ldots, \theta_{N^2}])} or \text{Feynman_parametrize(“U”, “Euler angles”, N, [\theta_1, \ldots, \theta_{N^2}])},

2.2.4. Jarlskog’s parametrization

Recently, moreover, Jarlskog [11] presented a simple and recursive parametrization of the \( N \times N \) unitary matrices \( U(N) \). In this parametrization, a unitary matrix \( U \) is expressed as a product of three unitary matrices
\[ U^{(N)} = \Phi^{(N)}(\vec{a}) V^{(N)} \Phi^{(N)}(\vec{b}), \] (13)
where the (two) unitary matrices \( \Phi^{(N)} \) are diagonal,
\[ \Phi^{(N)}(\vec{a}) = \text{diag}(e^{i\alpha_1}, e^{i\alpha_2}, \ldots, e^{i\alpha_N}) \] (14)
with all the $\alpha$’s being real and similarly for $\Phi^{(N)}(\beta)$ and its parameters $\beta_1, \ldots, \beta_N$. In Ref. [11], these diagonal matrices $\Phi$ are called external pure phase matrices. Furthermore, the nontrivial matrix $V^{(N)}$ can be written in the form

$$V^{(N)} = A_{N,2}A_{N,3} \ldots A_{N,N-1}A_{N,N},$$

where the $A_{N,k}$ are given by

$$A_{N,k} = \begin{pmatrix} A^{(k)}_{1,1} & 0 \\ 0 & I_{N-k} \end{pmatrix},$$

and where $I_{N-k}$ denotes the $(N-k) \times (N-k)$ identity matrix (which does not appear for $k = N$). In this representation, moreover, the $A^{(k)}_{1,1}$ are $k \times k$ unitary matrices,

$$A^{(k)}_{1,1} = \begin{pmatrix} I_{k-1} \cdot (1 - \cos(\theta_k))|A^{(k)}_{1,1}| & \sin(\theta_k)|A^{(k)}_{1,1}| \\ -\sin(\theta_k)|A^{(k)}_{1,1}| & \cos(\theta_k) \end{pmatrix}$$

and $|A^{(k)}_{1,1}|$ complex vectors

$$|A^{(k)}_{1,1}| = \begin{pmatrix} a_{1,1}^{(k)} \\ a_{2,1}^{(k)} \\ \vdots \\ \ldots \\ \ldots \\ \ldots \\ a_{k-1,1}^{(k)} \end{pmatrix},$$

that are normalized and of dimension $(k-1)$. Despite its somewhat sophisticated form, the parametrization (13)-(18) of the $N \times N$ unitary matrices is computationally attractive, especially for large $N$. In the Feynman program, Jarlskog’s parametrization is implemented by the command Feynman_parametrize(“U”, “Jarlskog”, N, [θ₁, …, θ₀₂⁺¹]). For the sake of simplicity, however, this implementation makes use of $N^2 + 1$ parameters, i.e. one more than strictly necessary since we use $2N$ parameters for the two diagonal matrices $\Phi^{(N)}(\tilde{\alpha})$ and $\Phi^{(N)}(\tilde{\beta})$. These parameters are not all independent as only the sums $\alpha_i + \beta_j$ with $i, j = 1, \ldots, N$ contribute in the final unitary matrix (see [11] for a more detailed discussion of the parameter counting).

### 2.3. Parametrization of classical probability distributions

For the parametrizations of quantum states and density matrices, it is often useful to have a normalized classical probability distribution $\{p_i\}$ available with $\sum_{i=0}^{N} p_i = 1$. For such distributions, a commonly used trigonometric parametrization is given by [12]

$$p_i = \sin^2 \theta_{i-1} \prod_{j=1}^{N-i} \cos^2 \theta_j \quad \text{and with } \theta_0 = \pi/2,$$

i.e. in terms of the $N - 1$ real parameters $\theta_1, \ldots, \theta_{N-1}$. More explicitly, this vector of probabilities can be written as

$$P = \begin{pmatrix} \cos^2(\theta_1) \cdots \cos^2(\theta_{N-1}) \\ \sin^2(\theta_1) \cos^2(\theta_2) \cdots \cos^2(\theta_{N-1}) \\ \vdots \\ \sin^2(\theta_{N-2}) \cos^2(\theta_{N-1}) \\ \sin^2(\theta_{N-1}) \end{pmatrix}.$$  

In the Feynman program, this (so-called) standard parametrization of a classical probability distribution (CPD) is implemented as Feynman_parametrize(“CPD”, “standard”, N, [θ₁, …, θ_N₋₁]).

### 2.4. Classification of quantum states

Before we shall continue with describing the parametrization of quantum states, let us first recall the basic classification of quantum states with respect to pure and mixed states on the one hand and the subclassification into entangled and separable states on the other hand.

In the usual computational basis, an $N$-dimensional pure state is represented by a complex normalized $N$-vector $|\psi⟩$. Each complex vector component $c_i = |c_i|e^{i\phi}$ can be expressed by its modulus $|c_i|$ and a phase factor $e^{i\phi}$. As the overall phase of the quantum state is not observable and therefore physically irrelevant it is common to neglect one (usually the first) phase factor and interpret the remaining $N - 1$ phase factors as relative phases. Moreover, it is well known that the squares of the moduli describe the probabilities $p_i = |c_i|^2$ of finding the quantum system in the corresponding basis states when a measurement in that basis is performed. As discussed in Section 2.3, the description of the $N$ normalized probabilities $p_i$ requires $N - 1$ real parameters. Together with the $N - 1$ relative phases, the total number of parameters for an $N$-dimensional state vector amounts to $2N - 2$.

Mixed quantum states are described by density matrices $\rho$, i.e. hermitian, positive semidefinite and trace-normalized operators. The positive semidefiniteness implies that all eigenvalues of $\rho$ are nonnegative which is consistent with their interpretation as weights or probabilities in an ensemble of pure states, i.e. due to the spectral theorem, any mixed state can be written as

$$\rho = \sum_i p_i |\psi_i⟩⟨\psi_i|.$$
Moreover, we recall that any statistical 'mixture' of density matrices (i.e. a convex combination) of the form

$$\rho = \sum_i p_i \rho_i$$

(22)

with $p_i \geq 0$ and $\sum_i p_i = 1$ also yields a valid density matrix. Hence, the set of density matrices forms a convex set [14] that is often denoted $D$. Together with the pure-state decomposition (21), one can see that the pure states correspond to the closure of $D$ since they cannot be written as a convex combination of two density matrices. In other words, the pure states are the extreme points of the set of all states (see also Fig. 1). In order to parametrize a general $N \times N$ density matrix $N^2 - 1$ parameters are required, the same number as required for $SU(N)$ as will be discussed in more detail in Section 2.5.2.

Apart from the fundamental distinction between pure and mixed states, in quantum information theory, it is also important to distinguish between entangled and separable states.

A general multipartite pure state is said to be separable if it can be written as a product state of the form

$$|\psi\rangle_{\text{sep}} = |\psi\rangle_A \otimes |\psi\rangle_B \otimes \cdots \otimes |\psi\rangle_Z$$

(23)

One can easily see that the number of required parameters for a $d_A \cdot d_B \cdot \cdots \cdot d_Z$ dimensional product state is given by the sum of the parameter numbers of its constituents $|\psi\rangle_i$, i.e. $\sum_i 2d_i - 2$ ($i = A, \ldots, Z$).

In the case of a (multipartite) mixed state, i.e. a statistical ensemble of (multipartite) pure states, the situation is more involved. Such a state is separable if it can be written in the form

$$\rho_{\text{sep}} = \sum_{i=1}^{r^2} p_i \rho_A^i \otimes \rho_B^i \otimes \cdots \otimes \rho_Z^i \quad \text{with} \quad r = \text{Rank}(\rho_{\text{sep}}),$$

(24)

where $p_i \geq 0$ and $\sum_i p_i = 1$ and $\rho_A^i = |\psi_A^i\rangle\langle\psi_A^i|$, $k = A, \ldots, Z$. The fact that (at most) $r^2$ ensemble members are needed to represent a general mixed state is due to Caratheodory's theorem (see, e.g., [12]). It states that any element of a $d$-dimensional compact convex set can be represented by a convex combination (i.e. a mixture) of at most $d + 1$ points. As we know from the discussion above, the set $D$ of density matrices is such a compact and convex set. We also know that for the common example of a mixed two-qubit system, the general state space is of dimension $d = N^2 - 1 = (2 \times 2)^2 - 1 = 15$. Therefore, at most $d + 1 = 16$ pure states are required to represent a two-qubit mixed state. In order to represent the convex subset $S$ of separable two-qubit mixed states, only $2 \times 2$ pure product states may enter the pure-state decomposition of the density matrix where each of the product states requires 4 real parameters. Together with the 15 parameters for the 16 weights $p_i$, we have then in total (at most) $15 + 16 \cdot 4 = 79$ real parameters that are needed to represent the set of separable two-qubit states.

Fig. 1 shows an attempt to schematically visualize the relations between general pure and mixed states and product states and separable states. Note, however, that this visualization has its subtleties since $D$ is a convex set with all pure states as its extreme points, and at the same time $S$ is a convex subset of $D$ with the pure product states as extreme points. In other words, being a true subset of $D$, $S$ must be included in $D$ but the boundary of $S$ (i.e. the pure product states) cannot lie in the interior of $D$. However, these two facts are hard to visualize at the same time in a simple and intuitive way. Therefore, we recall that in Fig. 1 the dotted part of the border of $S$ should actually not be interpreted as pure states because the dotted parts are in the interior of $D$ and, thus, must correspond to mixed states. Instead, only the bold part of the boundary of $S$ represents the pure product states.

Finally, let us remark that the distinction between entangled and separable states is of central importance in quantum information since entanglement is the crucial resource in many quantum protocols. It is, however, in general not easy to determine if a given state can be written in the form (23) or (24) and, hence, decide whether it is entangled or not. This problem has been addressed by a variety of separability criteria in the literature some of which have been implemented within FEYNMAN (together with several entanglement measures) and have been discussed in a previous version [6].

Fig. 1. Schematic visualization of the convex set $D$ of all states and the convex subset $S$ of all separable states. Note that, formally, the closure of $S$ corresponds to the pure product states $|\psi\rangle_{\text{sep}}$ which are however a subset of the closure of $D$. Therefore, strictly speaking, the dotted line cannot belong to the closure of $S$ because these points represent mixed states.
2.5. Parametrization of quantum states

In the Feynman program, the \((n\text{-qubit})\) quantum states are typically stored and manipulated by means of the data structure qregister(). These quantum registers contain either a normalized \(2^n\)-dimensional state vector, if the state is pure, or a \(2 \times 2^n\) trace normalized density matrix for all mixed states. In the following, however, we shall not restrict the parametrization of quantum states to (multi-)qubit systems but allow for any dimension of states, including those that are not supported by the qregister() data structure.

2.5.1. Pure states

From our discussion in Section 2.4 and by ignoring an irrelevant global phase, an \(N\)-dimensional pure state can be described by (the square roots of) a probability distribution [see Eq. (19)] as well as \(N - 1\) relative phases

\[
|\psi\rangle = \left( \frac{\sqrt{p_0}}{\sqrt{p_T e^{i\theta_0}}} \right) \cdot \left( \frac{\sqrt{p_1}}{\sqrt{p_T e^{i\theta_1}}} \right) \cdot \ldots \cdot \left( \frac{\sqrt{p_{N-1}}}{\sqrt{p_T e^{i\theta_{N-1}}}} \right),
\]

i.e. in terms of \(2N - 2\) real parameters. We refer to this as the ‘standard’ parametrization of pure states which is implemented in the Feynman as Feynman_parametrize("pure state","standard",\([p_0, \ldots, p_{N-1}, \theta_1, \ldots, \theta_{N-1}]\)).

2.5.2. Mixed state parametrization

In the previous section, we have mentioned that the parametrization of a general \(N \times N\) density matrix requires \(N(N - 1)\) real parameters. Below, these matrices are parametrized in two ways: (i) Directly by specifying all matrix elements, which leads to an over-parametrization, and (ii) based on the generalized Euler angle parametrization of \(SU(N)\) from Section 2.2.2.

Direct parametrization. Following the work of Grondalski and coworkers [13], a simple (over-)parametrization of an \(N \times N\) density matrix is obtained by using a complex matrix \(T\) whose elements \(T_{nm} = t_{nm} + i\bar{t}_{nm}\) are chosen by altogether \(2N^2\) real parameters in the interval \([0, 1]\). From such a matrix, a valid density matrix is then constructed by

\[
\rho = \frac{TT^\dagger}{Tr(T T^\dagger)},
\]

Although this scheme applies \(N^2 + N\) parameters more than strictly necessary, its simplicity and fast implementation has been found attractive for various applications.

Generalized Euler angle parametrization. The second parametrization of density matrices makes use of the well-known fact that any density matrix can be expressed in the form

\[
\rho = U \rho_d U^\dagger,
\]

where \(\rho_d\) is the diagonal form of the density matrix and \(U\) a unitary matrix. Since \(\rho\) is hermitian and positive semi-definite, the diagonal elements of \(\rho_d\) must be real and nonnegative and they can be interpreted as a probability distribution. Adopting the notation from [8], we need \(N - 1\) real parameters to parametrize \(\rho_d\) which then takes the form

\[
\rho_d = \begin{pmatrix}
\sin^2(\theta_1) & \cdots & \sin^2(\theta_{N-1}) & 0 & \cdots & 0 \\
0 & \cos^2(\theta_1) & \cdots & \sin^2(\theta_{N-1}) & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \cos^2(\theta_{N-1})
\end{pmatrix},
\]

Moreover, by applying Eq. (4), the matrix \(\rho_d\) can be expanded in the hermitian basis that consists of the generalized Gell-Mann matrices \(\{\lambda_i\}\) and the identity matrix \(I_N = \lambda_0\).

Especially for two-qubits (i.e. \(N = 4\)), Eq. (28) takes the form [10]

\[
\rho_d = \begin{pmatrix}
\sin^2(\theta_1) & \sin^2(\theta_2) & \sin^2(\theta_2) & 0 & 0 \\
0 & \cos^2(\theta_1) & \sin^2(\theta_2) & \sin^2(\theta_2) & 0 \\
0 & 0 & \cos^2(\theta_2) & \sin^2(\theta_2) & 0 \\
0 & 0 & 0 & \cos^2(\theta_3)
\end{pmatrix} = \frac{1}{4} I_4 + \frac{1}{2} (2w^2 - 1) x^2 y^2 \lambda_3 + \frac{1}{2 \sqrt{3}} (3x^2 - 2) y^2 \lambda_8 + \frac{1}{2 \sqrt{6}} (4y^2 - 3) \cdot \lambda_{15},
\]

where \(w^2 = \sin^2(\theta_1),\ x^2 = \sin^2(\theta_2)\) and \(y^2 = \sin^2(\theta_3)\). Moreover, using Eq. (11) with \(N = 4\), the generalized Euler parametrization of \(U\) and \(U^\dagger\), evaluates to

\[
U = e^{i \alpha_1 \lambda_1} e^{i \alpha_2 \lambda_2} e^{i \alpha_3 \lambda_3} e^{i \alpha_4 \lambda_4} e^{i \alpha_5 \lambda_5} e^{i \alpha_6 \lambda_6} e^{i \alpha_7 \lambda_7} e^{i \alpha_8 \lambda_8} e^{i \alpha_9 \lambda_9} e^{i \alpha_{10} \lambda_{10}} e^{i \alpha_{11} \lambda_{11}} e^{i \alpha_{12} \lambda_{12}} e^{i \alpha_{13} \lambda_{13}} e^{i \alpha_{14} \lambda_{14}} e^{i \alpha_{15} \lambda_{15}},
\]

while its adjoint matrix becomes
\[ U^1 = e^{-i\alpha_1 k_1} e^{-i\alpha_2 k_2} e^{-i\alpha_3 k_3} e^{-i\alpha_4 k_4} e^{-i\alpha_5 k_5} e^{-i\alpha_6 k_6} e^{-i\alpha_7 k_7} \times e^{-i\alpha_8 k_8} e^{-i\alpha_9 k_9} e^{-i\alpha_{10} k_{10}} e^{-i\alpha_{11} k_{11}} e^{-i\alpha_{12} k_{12}} e^{-i\alpha_{13} k_{13}} e^{-i\alpha_{14} k_{14}} e^{-i\alpha_{15} k_{15}}. \] (31)

In this representation of \( U \) and \( U^1 \), we denote the free parameters (angles) by \( \alpha_i \), \( i = 1, \ldots, 15 \), in order to distinguish them from the \( \delta_t \) in Eq. (28). If we substitute Eqs. (29), (30) and (31) into Eq. (27) we obtain

\[ \rho = \cdots e^{i\alpha_1 k_1} e^{i\alpha_2 k_2} e^{i\alpha_3 k_3} e^{i\alpha_4 k_4} e^{i\alpha_5 k_5} e^{i\alpha_6 k_6} e^{i\alpha_7 k_7} \times e^{i\alpha_8 k_8} e^{i\alpha_9 k_9} e^{i\alpha_{10} k_{10}} e^{i\alpha_{11} k_{11}} e^{i\alpha_{12} k_{12}} e^{i\alpha_{13} k_{13}} e^{i\alpha_{14} k_{14}} e^{i\alpha_{15} k_{15}}. \] (32)

In Eq. (32) the first line shows only the last three factors of \( U \) as given by Eq. (30) and, similarly, the last line shows only the first three factors of \( U^1 \) as given by Eq. (31). We note that all three lines of Eq. (32) involve only \( \lambda_4, \lambda_3, \lambda_8, \lambda_15 \) which all commute with each other. This allows for a further simplification since the last three terms of \( U \) and the first three terms \( U^1 \) can now cancel out. Therefore, a two-qubit density matrix can always be written in the form

\[ \rho = e^{i\alpha_1 k_1} e^{i\alpha_2 k_2} e^{i\alpha_3 k_3} e^{i\alpha_4 k_4} e^{i\alpha_5 k_5} e^{i\alpha_6 k_6} e^{i\alpha_7 k_7} \times e^{i\alpha_8 k_8} e^{i\alpha_9 k_9} e^{i\alpha_{10} k_{10}} e^{i\alpha_{11} k_{11}} e^{i\alpha_{12} k_{12}} e^{i\alpha_{13} k_{13}} e^{i\alpha_{14} k_{14}} e^{i\alpha_{15} k_{15}}. \] (33)

The last simplification effectively reduces the number of required parameters for \( U \) by three, which is exactly the number of parameters that are needed for \( \rho \).

This scheme, that was indicated above for \( N = 4 \), i.e. for any mixed two-qubit state, can be generalized also for mixed states of any higher dimension. It requires \( N^2 - 1 \) parameters in order to parametrize an \( N \times N \) density matrix, well in line with the parametrization of \( SU(N) \). Note that the reduced parametrization of \( SU(N) \) from above is known in the literature as the subgroup \( SU(N)/\mathbb{Z}_N \) [10,14].

In the FEYNMAN program, the direct (over-)parametrization [cf. Eq. (26)] of \( N \times N \) density matrices can be utilized by the command \texttt{Feynman\_parametrize("mixed state", "direct", N, \{[, ..., ]\})}, while the generalized Euler representation (28) is implemented by \texttt{Feynman\_parametrize("mixed state", "Euler angles", N, \{[, ..., ]\})}. In addition, the above mentioned subgroup \( SU(N)/\mathbb{Z}_N \) is implemented as \texttt{Feynman\_parametrize("SU over Z", N, \{[, ..., ]\})}.

### 2.5.3. Parametrization of separable states

Using Eqs. (23) and (24) together with the ‘standard’ parametrization of arbitrary state vectors [cf. Eq. (25)] yields the ‘standard’ parametrizations of pure and mixed separable states. In the FEYNMAN program, the pure product state of a \( k \)-partite quantum systems can be accessed by \texttt{Feynman\_parametrize("product state", "standard", \{[, ..., ]\})}, where the \( d_k \) define the dimensions of the individual subsystems \( A, B, \ldots, Z \). For this implementation, a list of \( n = \sum_{i=1}^n 2d_i - 2 \) parameters is required. For a \( k \)-qubit system where \( d_i = 2 \) for all subsystems, this means that 2\( k \) parameters are expected. Similarly, a \( k \)-partite separable mixed state can be parametrized with the command \texttt{Feynman\_parametrize("separable state", "standard", \{[, ..., ]\})}. For this parametrization, the parameter counting is slightly more complicated and has been discussed in detail for the case of a two-qubit system in Section 2.4. However, for a given list of subsystem dimensions \( d_i \), a very simple way to determine the number of required parameters is the command \texttt{\texttt{\texttt{nops[Feynman\_parametrize("separable state", "standard", \{[, ..., ]\})]}} which will be explained in the following section.

### 3. Implementation and further extensions to the FEYNMAN program

#### 3.1. Overview

The FEYNMAN program has been developed during the last few years as a toolbox for the simulation of \( n \)-qubit quantum systems (quantum registers) within the framework of MAPLE. Our approach does not emphasize any particular experimental realization scheme, such as ion traps, photon based implementations or others. Instead our aim is to implement the general concepts that are common to all relevant implementations within a flexible and extendible framework. Moreover, by using a computer algebra system as the underlying framework, the FEYNMAN package supports both symbolic and/or numerical computations which further extends the range of possible applications. With the exception of some \textsc{Mathematica} projects [16], the support for symbolic computations is in contrast to the majority of other quantum simulators, such as \textsc{Qiblib} [17] or \textsc{Qubit4Matlab} [18] which are based on \textsc{Matlab} and also most of the \textsc{C++} programs and libraries where emphasis is placed on numerical studies. A rather exhaustive list of quantum computer simulators and similar quantum information software tools can be found in [19].

So far, the FEYNMAN program has been developed and published in several steps. In the first version [5], we have restricted ourselves essentially to the introduction of the basic data structures for the simulation of \( n \)-qubit quantum systems referring, in particular, to the three data types \texttt{qbit()}, \texttt{register()} and \texttt{operator()}. These structures (auxiliary procedures) are used for keeping together related information and to facilitate the data handling with and within the program. Moreover, a number of commands were introduced in that initial program version that enable the user to act upon these data structures, e.g., by applying some pre-defined or user-defined quantum gates or for performing standard operations, such as the tensor product of two or more quantum registers or the computation of reduced density operators and so on. In addition, some simple visualization tools were provided in order to ‘display’ the state of quantum registers by using probability plots or the Bloch vector representation of single qubits.
In a second program version [6], later, we focused mainly on the entanglement properties of quantum states by implementing several separability criteria and measures of entanglement. Most of these measures can be accessed through the command Feynman_measures(), together with a number of other frequently applied quantities like the distance between two quantum states or their entropy.

More recently [7], we have implemented support for quantum operations, i.e. completely positive and trace-preserving maps (CPT maps) that can be used to describe general (unitary or nonunitary) state changes as it is needed to simulate decoherence effects. Additionally, we provided several commands that make use of the duality between quantum states and quantum operations (also known as the Jamiołkowski isomorphism). Using this method, for example, several (distance) measures and separability criteria for quantum states can be transferred to quantum operations.

In the present program extension, we now concentrate on the parametrization of some of the most frequently used objects within the context of quantum computation and quantum information, especially pure and mixed quantum states, pure product states and separable (mixed) states as well as hermitian and unitary matrices.

Technically, the FEYNNMAN program is organized as a module (package) for MAPLE, containing a hierarchy of currently about 90 (sub)procedures at different hierarchy levels. Apart from various subprocedures, which remain hidden to the user, the main commands can be used for interactive work and as language elements in order to build-up new commands at some higher level of the hierarchy. Given the large number of functions that are already implemented in the FEYNNMAN package and the simple access to MAPLE's built-in mathematical functions, it is particularly easy for the user to extend and adapt the program on a higher level.

3.2. Implementation of the parametrizations

At the higher levels of the FEYNNMAN program, the qregister() and qoperator() data structures are typically used to describe all n-qubit quantum states (pure or mixed) and the unitary operations or quantum gates that act on them. However, for the parametrization of quantum states, hermitian and unitary matrices, we decided to implement these new functions at a lower level of the hierarchy. On the one hand, the circumvention of the qregister() and qoperator() data structures increases efficiency for those cases where the parametrization routines are called repeatedly. On the other hand, it provides a more flexible approach as it allows the user to generate, for example, 6 × 6 density matrices which do not correspond to a multi-qubit system but to a qubit–qutrit (i.e. 2 × 3) system.

In order to make the parametrizations accessible at the user level, only two new main commands have been added that are directly related to this functionality, namely Feynman_parameters() and Feynman_parametrize(). The first mentioned returns a list of parameter ranges and, hence, implicitly the number of parameters for a given object to be parametrized. However, we should note that in most of the currently implemented (often trigonometric) parametrizations, the parameters are actually periodic so that the ranges can be chosen arbitrarily. This freedom in the parameter ranges can be helpful, for example, when a parametrization is used in connection with an unconstrained optimization procedure. On the other hand, in order to support possible future extensions or user modifications, explicit parameter ranges might be necessary so that this feature has been implemented from the beginning.

After determining the required number of parameters via Feynman_parameters(), the second new main command Feynman_parametrize() is used to actually generate the selected object. Both commands expect a keystring as the first argument to specify the object to be parametrized, followed by another keystring to set the parametrization method, and finally a dimension parameter. The Feynman_parametrize() command expects, of course, also a list of the actual (typically numerical) parameters to generate the selected object. Alternatively, instead of the parameter list, the keyword “random” can be used return a random object where the parameter values are chosen from a uniform distribution. Note however that this does not necessarily imply that the generated objects also cover the according set uniformly. In order to further support the work with random objects we have also added the alternative command Feynman_random() which can be used to generate uniformly distributed state vectors, density matrices and unitary matrices. These implementations are independent of the parametrizations in Feynman_parametrize(). A summary of the currently implemented syntax options of Feynman_parameters() and Feynman_parametrize() is given in Table 1.

3.3. Further changes to the program

Apart from adding the new main commands Feynman_parameters() and Feynman_parametrize() for generating quantum states and matrices, we have taken the opportunity to reorganize some of the main commands of the FEYNNMAN package. The primary aim of this reorganization is the reduction of the total number of commands by collecting similar functionality within one larger main command. One example for this is the new main command Feynman_evaluate() that covers many basic operations like inner and outer products of matrices or vectors, Kronecker products of different objects, (partial) traces and other functions that were previously distributed over several main commands. Another example is the new main command Feynman_type() which combines virtually all checks for predefined properties of matrices, quantum registers and quantum operations within one command. Apart from reducing the number of main commands the reorganization will also make it easier to implement new functions without the need to introduce a new main command.

Due to the discussed reorganization of the main commands we provide a brief summary of all main commands of the FEYNNMAN program in Table 2 while, for syntax options and all further details, we refer the reader to the manual Feynman-commands.pdf which is distributed together with the program.

In addition to the command reorganization, further changes and improvements have been made to the code of many main and auxiliary commands in the FEYNNMAN program. Most of these changes are motivated by the fact that the newly introduced parametrizations are typically used in numerical investigations. As MAPLE is an interpreted language, numerical computations and frequent function calling are often less efficient than in compiled code. To take this into account, the FEYNNMAN code has been optimized in many places in order to make use of hardware floating evaluation, for example, by calling the compiled NAG routines that come with MAPLE. In this way, the original approach of providing an easily extendible and essentially platform independent program is not abandoned. However, the significant speedup that can be achieved with this method is limited to those cases where MAPLE's computational precision is explicitly set to machine precision using the command Digits := trunc(evalhf(Digits)); which is now the recommended default setting when loading the FEYNNMAN package. This change also affects the global variable Feynman_precision that has been introduced in the previous version to define an acceptable error threshold, e.g., when checking the equality of two floating point numbers. By default, this
We currently do not recommend to enable the SMP support (which is disabled by default in version 11).

Although this can be expected to change in future versions of Maple we currently do not recommend to enable the SMP support (which is disabled by default in version 11).

Table 1
Syntax options of the commands Feynman_parameters() and Feynman_parametrize(). For Feynman_parameters(), the type of the object to be parametrized, the method as well as the dimension must be specified. A list of parameter ranges is returned. In Feynman_parametrize(), a list of parameters must be supplied in addition to the type, method and the dimension of the selected object. Alternatively, the keyword “random” can be used to generate the given object but for a random set of parameters

<table>
<thead>
<tr>
<th>Object type</th>
<th>Method</th>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;SU&quot;</td>
<td>&quot;standard&quot;</td>
<td>N</td>
<td>N x N special unitary matrix</td>
</tr>
<tr>
<td>&quot;U&quot;</td>
<td>&quot;standard&quot;</td>
<td>N</td>
<td>N x N unitary matrix</td>
</tr>
<tr>
<td>&quot;SU over Z&quot;</td>
<td>&quot;Euler angles&quot;</td>
<td>N</td>
<td>N x N unitary matrix from the subgroup SU(N)/ZN</td>
</tr>
<tr>
<td>&quot;hermitian&quot;</td>
<td>&quot;direct&quot;</td>
<td>N</td>
<td>N x N hermitian matrix</td>
</tr>
<tr>
<td>&quot;CPD&quot;</td>
<td>&quot;standard&quot;</td>
<td>N</td>
<td>N-dimensional normalized classical probability distribution [0,1,...,PN]</td>
</tr>
<tr>
<td>&quot;pure state&quot;</td>
<td>&quot;standard&quot;</td>
<td>N</td>
<td>N-dimensional normalized pure state</td>
</tr>
<tr>
<td>&quot;product state&quot;</td>
<td>&quot;standard&quot;</td>
<td>[dA, dB,...,dZ]</td>
<td>dA x dB x ... x dZ dimensional separable pure state</td>
</tr>
<tr>
<td>&quot;mixed state&quot;</td>
<td>&quot;direct&quot;</td>
<td>N</td>
<td>N x N normalized density matrix</td>
</tr>
<tr>
<td>&quot;separable state&quot;</td>
<td>&quot;standard&quot;</td>
<td>[dA, dB,...,dZ]</td>
<td>dA x dB x ... x dZ dimensional separable mixed state</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Command</th>
<th>Short explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feynman_adjoint()</td>
<td>Computes the adjoint of a given matrix, vector and dual (=’adjoint’) quantum operations.</td>
</tr>
<tr>
<td>Feynman_apply()</td>
<td>Applies qoperator() and qoperation() structures to a qregister().</td>
</tr>
<tr>
<td>Feynman_decompose()</td>
<td>Computes the spectral decomposition of a matrix and several other matrix decompositions as well as the Schmidt decomposition of a pure state.</td>
</tr>
<tr>
<td>+ Feynman_define()</td>
<td>Returns predefined objects like the generalized Gell-Mann matrices or the generators of the Pauli group.</td>
</tr>
<tr>
<td>Feynman_eigenvectors()</td>
<td>Computes eigenvectors and eigenvalues with additional support for some symbolic cases that are not originally supported by MAPLE.</td>
</tr>
<tr>
<td>+ Feynman_evaluate()</td>
<td>Carries out a large number of basic operations like inner and outer products, Kronecker products, (partial) traces, commutators, vector and matrix norms, etc.</td>
</tr>
<tr>
<td>Feynman_equal()</td>
<td>Checks the equality of two scalars, vectors or matrices within some numerical noise limits.</td>
</tr>
<tr>
<td>Feynman_measures()</td>
<td>Computes a variety of different measures (entanglement, fidelity, etc.) New options: &quot;singlet fraction&quot;, &quot;Fubini-Study distance&quot;, &quot;Bell violation&quot;, new implementation of the average (gate) fidelity of a quantum operation [15].</td>
</tr>
<tr>
<td>Feynman_normalize()</td>
<td>Normalizes a given vector or qregister().</td>
</tr>
<tr>
<td>+ Feynman_parameters()</td>
<td>Returns a list of parameter ranges for the implemented parametrizations.</td>
</tr>
<tr>
<td>+ Feynman_parametrize()</td>
<td>Computes different objects (state vectors, density matrices, unitary matrices, etc.) from a set of given parameters or randomly.</td>
</tr>
<tr>
<td>Feynman_plot()</td>
<td>Returns plots of the Bloch vector representation of a qubit, probability plots of a qregister() and the process matrix of a qoperation().</td>
</tr>
<tr>
<td>Feynman_print()</td>
<td>Returns a ‘pretty print’ of a qregister() (and other objects) using Dirac notation in the computational basis.</td>
</tr>
<tr>
<td>Feynman_operation_representation()</td>
<td>Computes several representations of a quantum operation, such as its dual state, the superoperator matrix and others.</td>
</tr>
<tr>
<td>Feynman_quantum_operation()</td>
<td>Provides the explicit list of Kraus operators for predefined quantum operations like the ‘amplitude damping’ and ‘depolarization’ channel and others.</td>
</tr>
<tr>
<td>+ Feynman_random()</td>
<td>Computes random state vectors, density matrices and unitary matrices. The generated objects are distributed uniformly with respect to the Fubini-Study metric, Hilbert–Schmidt norm and the Haar measure, respectively.</td>
</tr>
<tr>
<td>Feynman_set_qregister()</td>
<td>Provides a large collection of predefined quantum states that appear frequently in the literature.</td>
</tr>
<tr>
<td>Feynman_transform()</td>
<td>Carries out basis changes (e.g., qubit permutations) of qregister() and qoperator() structures and performs other notation changes.</td>
</tr>
<tr>
<td>Feynman_transpose()</td>
<td>Applies the (partial) transposition operation or a so-called ‘general transposition’ to a given matrix.</td>
</tr>
<tr>
<td>+ Feynman_type()</td>
<td>Checks for a large number of properties of matrices, qregister() and qoperation() structures.</td>
</tr>
</tbody>
</table>

Apart from these code optimizations no further efforts have been made to take advantage of MAPLE’s new multiprocessor capabilities that have been introduced in version 11. Our preliminary tests show that the current implementation of the SMP kernel is often significantly slower than the optimized and more mature single processor kernel. Although this can be expected to change in future versions of MAPLE we currently do not recommend to enable the SMP support (which is disabled by default in version 11).
3.4. Program distribution

As with the previous versions, the Feynman program is distributed as a compressed archive file that contains the Feynman library files, the source code as well as the manual file Feynman-commands.pdf. In addition, this archive includes several example worksheets (including those from previous versions and the examples in the following section) and a Read.me file to briefly explain the installation of the library. After the proper installation, the program can be loaded like any other module of Maple by using the command with(Feynman).

4. Interactive work using the Feynman procedures: Examples

To illustrate the interactive use of the Feynman procedures, we shall discuss four short examples below. These examples demonstrate how the parametrization of matrices and quantum states can be applied in order to derive, for example, a parametrized expression for the fidelity of two arbitrary pure states or for generating randomly distributed states. For the sake of convenience, these examples are included also as Maple worksheets in the distribution archive. Of course, these procedures can be utilized also as building blocks to define commands of higher complexity as it might be needed, for instance, for a so-called convex-roof optimization where a given function ('measure'), which is defined for pure states, is extended to mixed states by minimizing or maximizing that function over all possible pure-state decompositions of a given density matrix.

In the following, we assume that the Feynman program has been ‘loaded’ via the command with(Feynman) at the beginning of the session and that the Maple prompt is available for interactive work. Moreover, since several procedures result in a rather large Maple output, a colon (instead of a semicolon) is used to terminate some of the input lines in order to suppress the corresponding printout to screen.

4.1. Fidelity of a symbolically parametrized pure state

In our first example, let us show how the fidelity (i.e. the overlap) of two qubits, \( A \) and \( B \), changes as a function of the qubit state parameters of the first qubit. For this, we can utilize the symbolic parametrization for the pure state of a single qubit

\[
|\psi\rangle = \cos(p_1)|0\rangle + e^{ip_2} \sin(p_1)
\]

which is based on the two parameters, \( p_1 \) and \( p_2 \) (up to some global phase that is irrelevant here). As the parameters correspond to angles we can assume them to be nonnegative here. In the Feynman program, this parametrization is obtained if we enter

\[
> \text{assume}(p::\text{list(nonnegative)});
> \text{psi} := \text{Feynman_parametrize("pure state","standard",2,\{seq(p[i], i=1..2)\})};
\]

\[
\begin{bmatrix}
\cos(p~[1]) \\
\exp(p~[2] I) \sin(p~[1])
\end{bmatrix}
\]

Since the \text{Feynman_parametrize()} command returns for a pure state only a (state) vector instead of a complete qregister() structure, we still have to define our first single-qubit qregister, \( A \), for later use. At the same time, we can generate our second quantum register, \( B \), for example in the (fixed) state \(|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}\). If needed, the actual state vector of \( B \), say \(|\phi\rangle\), can then be extracted as the third operand of \( B \).

\[
> \text{A} := \text{qregister(id, 1, psi)};
> \text{B} := \text{Feynman_set_qregister("+")};
\]

\[
\text{phi} := \text{op}(3, B);
\]

\[
\begin{bmatrix}
1/2 \\
2 \\
- - - - \\
2 \\
- - - - \\
2
\end{bmatrix}
\]

After that, we have available the bare state vectors \(|\psi\rangle\) and \(|\phi\rangle\) as well the corresponding qregisters \( A \) and \( B \). To analyze the ‘distance’ between the states, we can first consider their (squared) overlap \(|\langle \psi | \phi \rangle|^2\).

\[
> \text{abs(Feynman_adjoint(psi).phi)}^2;
\]

\[
1/2 \\
1/2 2 \cos((p~[1])) + 1/2 2 (\exp(p~[2] I) \sin(p~[1]))
\]

which is known in quantum information theory also as the fidelity of the two states.
Fig. 2. Fidelity of the state $|\psi\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ with regard to a general single qubit state that is parametrized as $\langle\psi| = \cos(p_1)|0\rangle + e^{i p_2} \sin(p_1)$. The curves show the value of the fidelity as a function of $p_1$ for a correct phase $p_2 = 0$ (solid line) and non-optimal phase of $p_2 = \pi/4$.

To explore now how the relative phase $p_2$ of the state (34) affects its fidelity with regard to $|\phi\rangle$, we may plot $F(p_1)$ for two fixed values, say, $p_2 = 0$ and $p_2 = \pi/4$. In Maple, this is easily achieved by

```maple
> F := Feynman_measures("fidelity", A, B);
F := \frac{1}{2} \left( \frac{1}{2} \cos(p_1) + \frac{1}{2} e^{i p_2} \sin(p_1) \right)^2
```

and gives rise to Fig. 2. From this figure, we see immediately the (negative) influence of a phase mismatch (dashed line). While for the correct phase, i.e. $p_2 = 0$, the fidelity reaches periodically the maximum value 1, a perfect overlap cannot be obtained for the phase $p_2 = \pi/4$. Despite its simplicity, this example therefore nicely illustrates the effect of some unwanted interaction with the environment which may influence the relative phase information and, hence, degrade the fidelity, e.g., in a quantum memory.

4.2. Random state generation

In our next example, we visualize and analyze randomly generated density matrices with respect to their distribution over the state space. For this, we make use of the command `Feynman_random()` that provides pure and mixed states by applying Toth’s method [18]. This method distributes the states uniformly over the space of all corresponding (pure or mixed) quantum states. We can convince ourselves of this uniform distribution in the case of single-qubit states by generating a large number of these random states and by displaying them by means of a three-dimensional Bloch sphere.

While, for pure states, the Bloch vector has always length ‘one’ and thus points somewhere on the sphere, these vectors populate the interior of the Bloch sphere in the case of mixed states. For a single-qubit state $\rho$, of course, the three (real) components of the Bloch vector $v$ are obtained as the expectation values of its product with the Pauli sigma matrices

$$v_i = \text{Tr}(\rho \sigma_i).$$

Therefore, let us start this example by defining the Pauli matrices

```maple
> X := Matrix(Feynman_quantum_operator("X"), datatype=complex[8]);
Y := Matrix(Feynman_quantum_operator("Y"), datatype=complex[8]);
Z := Matrix(Feynman_quantum_operator("Z"), datatype=complex[8]);
```

and where the second argument, datatype=complex[8] allows Maple to use the more efficient hardware floating point routines for the evaluation of the following commands. Having the Pauli matrices, we can generate a list of the $(x, y, z)$ components of the Bloch vectors for pure states by
Fig. 3. Bloch sphere visualization of the random pure single qubit states generated by Feynman_random("pure state", 2) (left) and mixed ones from Feynman_random("mixed state", 1) (right). Only one hemisphere is shown to verify that, for pure states, the sphere is empty while mixed states occupy the complete Bloch ball.

> with(LinearAlgebra):
> data_pure := table:
> for i to 4000 do
> temp := Feynman_transform("ket to rho", Feynman_random("pure state", 2));
> data_pure[i] := map(Re, [Trace(X.temp), Trace(Y.temp), Trace(Z.temp)]);
> end do:
> data_pure := convert(data_pure, list):
>
and similarly for a list of mixed states

> data_mixed := table:
> for i to 7000 do
> temp := Feynman_random_rho(1);
> data_mixed[i] := map(Re, [Trace(X.temp), Trace(Y.temp), Trace(Z.temp)]);
> end do:
> data_mixed := convert(data_mixed, list):

Owing to MAPLE’s graphic interface, we can easily plot and even rotate these data sets interactively in order to verify that the pure states are uniformly distributed on the unit sphere, while the mixed states fill its interior.

> plots[pointplot3d](data_pure, labels=["X", "Y", "Z"], view=[0..1, -1..1, -1..1], axes=boxed, scaling=constrained, font=[TIMES,ROMAN,12], symbol=solidsphere, symbolsize=8, orientation=[-135, 65]);
> plots[pointplot3d](data_mixed, labels=["X", "Y", "Z"], view=[0..1, -1..1, -1..1], axes=boxed, scaling=constrained, font=[TIMES,ROMAN,12], symbol=solidsphere, symbolsize=8, orientation=[-135, 65]);

The resulting pictures are shown in Fig. 3.

In order to analyze the distribution of the random (quantum) states from the procedure Feynman_random() also quantitatively (but now for arbitrary dimension), we may consider the distribution of their pairwise distance. For density matrices, the natural distance measure is given by the Hilbert–Schmidt distance

$$D_{HS}(\rho, \sigma) = \|\rho - \sigma\|_{HS} = \sqrt{\text{Tr}[(\rho - \sigma)(\rho - \sigma)]}$$

and can be utilized to examine the statistical distribution of the distance between random two-qubit states

> HS_data := [seq(Feynman_evaluate("HS norm", Feynman_random("mixed state", 2) - Feynman_random("mixed state", 2)), i=1..5000)];
> Statistics[Histogram](HS_data, bincount=40, labels=["HS distance","count"]);

The distribution for these 5000 randomly chosen two-qubit states is shown in Fig. 4. If other methods are applied for generating random states (e.g., by using the keyword "random" with the command Feynman_parametrize()), then a less balanced distribution is typically obtained.
4.3. Nonlocality versus entanglement

The previous example just showed a way how we can generate random (pure and mixed) states within the Feynman program. Let us next apply these states in order to explore heuristically the relation between the violation of the CHSH inequality (Clauser–Horne–Shimony–Holt inequality [20]), as a sign of the nonlocality, and the entanglement of a quantum state, which was discussed in more detail in Ref. [21].

For a two-qubit system, the entanglement is most easily measured by Wootter’s concurrence which is given by [22]

\[ C(\rho) = \max(0, \sqrt{\lambda_1} - \sqrt{\lambda_2} - \sqrt{\lambda_3} - \sqrt{\lambda_4}) \]  

where \( \sqrt{\lambda_i} \) are the square roots of the eigenvalues of the matrix

\[ \rho(\sigma_1^{(1)} \otimes \sigma_2^{(2)}) \rho^* (\sigma_1^{(1)} \otimes \sigma_2^{(2)}), \]

taken in descending order. In this matrix, \( \rho^* \) denotes the complex conjugate of \( \rho \) and \( \sigma_1^{(1,2)} \) are the usual Pauli \( \sigma \) matrices, acting on the first or second qubit, respectively.

The CHSH inequality as a variant of Bell’s inequality [23] has been widely applied for studying the nonlocal properties of quantum systems. This inequality limits the correlations that may occur between the outcomes of two measurements (that are carried out at places sufficiently distant from each other), if one assumes that the measured observables must correspond to local statistical variables. A stronger correlation than the CHSH threshold for the outcome of two (distant) measurements is therefore a sign of nonlocality as it has been analyzed in numerous tests, e.g., the famous experiment by Aspect et al. [24].

For an arbitrary two-qubit state \( \rho \), the Bell-CHSH inequality can be written as

\[ |\text{Tr}(\rho B_{\text{CHSH}})| \leq 2, \]  

where \( B_{\text{CHSH}} \) is the (so-called) Bell-CHSH operator given as

\[ B_{\text{CHSH}} = a \cdot \sigma_1^{(1)} \otimes (b + b') \cdot \sigma_2^{(2)} + a' \cdot \sigma_1^{(1)} \otimes (b - b') \cdot \sigma_2^{(2)}, \]

and \( a, a', b, b' \in \mathbb{R}^3 \) being unit vectors. In this notation of the CHSH operator, moreover, the \( \sigma_1^{(1,2)} \) are vectors of the Pauli spin matrices that act on the first or second qubit, respectively. If, for a given density matrix \( \rho \), there exist vectors \( a, a' \) and \( b, b' \) so that the criterion (38) is not fulfilled, then the state is said to violate the Bell-CHSH inequality, i.e., it features nonlocal correlations that are incompatible with a local realistic model. In order to quantify the (maximal) violation, we first rewrite the two-qubit density matrix in terms of the Pauli basis

\[ R_{ij} = \text{Tr}(\rho \sigma_i^{(1)} \otimes \sigma_j^{(2)}). \]

Using this notation, the ‘Bell violation’ measure in the Feynman program is defined as

\[ B(\rho) = \sqrt{\max(0, s_1^2 + s_2^2 - 1)}, \]

and where \( s_{1,2} \) are the two largest singular values of the matrix \( R_{ij} \) [21,25]. The definition (41) has the useful property of being equal to the concurrence measure (37) for pure states as we will see also below.

In order to visualize the relation between the Bell violation, \( B(\rho) \), and the entanglement, \( C(\rho) \), of general two-qubit (pure and mixed) states, we first generate a set of 5000 random states and calculate both measures for each of them.
data1 := table():
data2 := table():
for i from 1 to 5000 do
  temp1 := Feynman_set_qregister("random", 2);
temp2 := 'qregister'(id, 2, Feynman_random("pure state", 4));
data1[i] := [Feynman_measures("concurrence", temp1),
              Feynman_measures("Bell violation", temp1)];
data2[i] := [Feynman_measures("concurrence", temp2),
              Feynman_measures("Bell violation", temp2)];
end do:
data1 := convert(data1, list):
data2 := convert(data2, list):

Here, we recall that we have to define the qregister() structure temp2 manually because the Feynman_random() command generates only a state vector. From this data we can create a plot structure in which later the grey data points will correspond to random two-qubit mixed states while the blue data points (which will actually form the diagonal blue line in the plot) correspond to random two-qubit pure states.

scatter_plot := plot([data1, data2], color=[grey,blue],
                      labels=["Concurrence","Bell-CHSH violation"], style=point, symbolsize=[5,7]):

In addition, we can also create a parametric plot for the one-parameter family of the Werner states[26] and the maximally entangled mixed states (MEMS)[27,28] that are both already predefined in the Feynman program.

k := 50: # defines the number of data points for the curves
Werner_plot := plot([seq([Feynman_measures("concurrence", Feynman_set_qregister("Werner", i/k)),
                          Feynman_measures("Bell violation", Feynman_set_qregister("Werner", i/k))],
                        i=0..k), color=red, linestyle=dash, thickness=3):
MEMS_plot := plot([seq([Feynman_measures("concurrence", Feynman_set_qregister("MEMS", i/k)),
                        Feynman_measures("Bell violation", Feynman_set_qregister("MEMS", i/k))],
                       i=0..k), color=black, thickness=2):
plots[display]([scatter_plot, MEMS_plot, Werner_plot], axes=boxed);

The plot finally obtained from the last line combines the previously generated scatter plot and the just computed curves. The plot is shown in Fig. 5 (left) and is very similar to the one shown by Verstraete and Wolf[21], except for a slightly different normalization of the Bell violation measure. While the Bell violation and the entanglement is apparently the same for the pure states (blue diagonal), for mixed states entanglement does not necessarily imply the violation of the Bell inequality. This is seen especially for some of the mixed states that have a concurrence \( C(\rho) \geq 0.5 \) but show only little or no Bell violation at all. The most famous examples of entangled states that do not violate the CHSH-inequalities are probably the Werner states (dashed line) and the MEMS which have the maximum amount of entanglement for a given degree of mixedness (in terms of their entropy). As a third dimension of the plot, therefore, it might be instructive to add also the linear entropy \( S_L(\rho) = \frac{1}{2} \text{Tr} (\rho^2) \), which can be done very similarly as above (see Fig. 5, right). In particular, by using Maple's ability to rotate such three-dimensional plots interactively, one has a simple and very intuitive way to explore the interplay between the mixedness of a state and its entanglement as well as nonlocality. Moreover, such plots help to understand the role of special families of quantum states, such as the Werner states or MEMS.

### 4.4. Minimizing the relative entropy for two-qubit states

In our final example, we demonstrate the computation of the so-called ‘relative entropy of entanglement’ (REE) for a two-qubit system. This entanglement measure has been one of the first concepts in the literature for the quantification of entanglement and can be defined intuitively as the minimal distance of a given state to the set of separable states[12],

\[
S_{\text{REE}}(\rho) = \min_{\sigma_{\text{sep}}} S(\rho || \sigma_{\text{sep}}) = \text{Tr} \rho (\log \rho - \log \sigma_{\text{sep}}),
\]

where \( S(\rho || \sigma_{\text{sep}}) \) represents the quantum relative entropy which serves as a quasi-distance measure and where the minimization has to be performed over all separable two-qubit states \( \sigma_{\text{sep}} \). But despite the simple interpretation of the relative entropy of entanglement, it can usually be determined only numerically. This minimization over the space of all separable states is demonstrated in the following.

Let us first define two (two-qubit) states, an entangled one and a separable state. For the sake of convenience, we choose two Werner states but there is nothing specific about this choice and we could take also any other pair of an entangled and a separable state.

separable_state := Feynman_set_qregister("Werner", 0.2):
entangled_state := Feynman_set_qregister("Werner", 1.0):

We may convince ourselves of their respective separability properties by using, for example, the Feynman_type() command in connection with the separable keyword and the well-known ‘positive partial-transpose’ (PPT) criterion.
In order to perform now the minimization over the whole set of separable two-qubit states, we may first ask the program about the number of the required parameters (see also Section 2.5.3) and then write a small objective function that uses these parameters to compute the relative entropy between the (globally) given state, i.e. the entangled or separable Werner state from above, and the parametrized separable state.

\[
\begin{align*}
> \text{Feynman\_parameters("separable state", "standard", [2,2]);}

79
\end{align*}
\]

\[
\begin{align*}
> \text{objective := proc}(x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, \\
& x14, x15, x16, x17, x18, x19, x20, x21, x22, x23, x24, x25, x26, x27, x28, \\
& x29, x30, x31, x32, x33, x34, x35, x36, x37, x38, x39, x40, x41, x42, x43, \\
& x44, x45, x46, x47, x48, x49, x50, x51, x52, x53, x54, x55, x56, x57, x58, \\
& x59, x60, x61, x62, x63, x64, x65, x66, x67, x68, x69, x70, x71, x72, x73, \\
& x74, x75, x76, x77, x78, x79)::float[8];
\end{align*}
\]

In the following, we shall exploit the fact that a local minimum of a convex function (such as the relative entropy) over a convex set (the separable states) is automatically a global minimum \([12]\). Therefore, it appears sufficient to employ a local minimization procedure, e.g., the derivative-free Nelder-Mead or simplex method which are implemented in MAPLE's built-in 'Optimization' package. Indeed, we could provide a random initial point for the minimization. As the required time depends also on this initial point, it can be useful to repeat the random generation several times as to avoid particularly high values (e.g., \(> 10\)) of the objective function.

\[
\begin{align*}
> \text{given\_state := entangled\_state;}
\end{align*}
\]

Here we have used MAPLE's built-in RandomTools package to generate 79 random floating point parameters within the range 0..10. The actual minimization is done using the 'Minimize' command where the desired method, accuracy and a limit on the number of objective function evaluations can be specified. The result is a list containing the lowest found objective function value and the vector of parameters corresponding to that solution.
> infolevel[Optimization] := 3;
> Optimization[Minimize](objective, initialpoint=[some_point],
  method=nonlinearsimplex, optimalitytolerance=1.0E-5,
  evaluationlimit=7000);

NLPSolve: calling NLP solver
SolveUnconstrainedNM: using method=nonlinearsimplex
SolveUnconstrainedNM: number of problem variables 79
SolveUnconstrainedNM: trying evalhf mode
SolveUnconstrainedNM: trying evalf mode
Warning, limiting number of function evaluations reached
E04CCA: number of function evaluations 5958
[1.00014022910700007, Vector(1..79)]

The result \( S_{\text{REE}} \approx 1.0 \) clearly indicates an entangled state, as we have expected from the separability test above. Note that the status reports indicate that the minimization stopped before the maximum number of function evaluations was reached so that the result should be correct within the specified accuracy. To ensure this, it is advisable to enable these status reports by typing infolevel[Optimization] := 3; before carrying out the optimization.

For the second state, the procedure is of course very similar except that \( S_{\text{REE}} \) should vanish because the state is separable and, obviously, the closest separable state is the state itself.

> given_state := separable_state:
> some_point := seq(RandomTools[Generate](float(range=0..10,
  method=uniform)), i=1..79):
> objective(some_point);
1.1044598870200
> Optimization[Minimize](objective, initialpoint=[some_point],
  method=nonlinearsimplex, optimalitytolerance=1.0E-5,
  evaluationlimit=7000);

NLPSolve: calling NLP solver
SolveUnconstrainedNM: using method=nonlinearsimplex
SolveUnconstrainedNM: number of problem variables 79
SolveUnconstrainedNM: trying evalhf mode
SolveUnconstrainedNM: trying evalf mode
E04CCA: number of function evaluations 6541
[0.000061171901700000002, Vector(1..79)]

Depending on the objective value of the initial point and the number of allowed objective function evaluations, convergence can be different. Still, a relative entropy close to zero has been found as expected.

5. Summary and outlook

We have presented an updated version of the Feynman program which has been developed during the last years as a versatile tool for the simulation and analysis of quantum registers but also to teach and to deal with typical tasks in quantum information theory. While, in the first version, the basic data structures for quantum registers and (unitary) gates were implemented, several program extensions then added support for noisy quantum channels and the analysis of separability and entanglement properties of quantum registers. In particular, the program can connect the two fundamental concepts of states and channels by using the Jamiołkowski isomorphism that enables the user to transfer concepts like distance measures or separability from states to channels. For the two data structures qregister() and qoperation(), a variety of different measures are provided that support also a quantitative analysis of many properties.

With the present revision, we further extend the program capabilities by providing convenient access to the parametrization of frequently used objects like pure and mixed quantum states, hermitian and unitary matrices and classical probability distributions.

This functionality is useful since many problems in the context of quantum information involve the search over all quantum gates (i.e. unitary operators), pure or separable states, etc., as shown in our last example. As an additional benefit, the parametrizations enable a very simple access to random objects which can be useful in heuristic studies. To further support such numerical studies, the program has also been optimized in various places to take advantage of hardware floating-point evaluation. Together, these changes considerably improve Feynman’s capability to support numerical studies in the simulation of quantum registers.

For the future development of the package, there are different directions in which the program could be extended. Given the current capability to describe error models as quantum operations, an interesting direction for the further development of the program is certainly an improved support for quantum error correction techniques. This could include tools for the identification of noiseless subsystems as well as established qubit encodings from the literature and the ability to design and optimize new encodings that are adapted to a given noise type. Such an extension might be complemented by the implementation of some time propagation schemes which can facilitate, for example, the study of entanglement dynamics in small and medium-sized systems.
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